A Predictive Hall Thruster Model Enabled by Data-Driven Closure
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The predictive capability of a fluid-based Hall thruster code using a data-driven closure model for anomalous electron transport is assessed. The closure model is represented as an expression for the anomalous electron collision frequency that depends analytically on the local plasma properties. This closure is incorporated into a high-fidelity multi-fluid code, which is then applied to simulate a magnetically-shielded Hall thruster operating at 300 V discharge voltage and 4.5 kW power. The uncertainties in the model parameters of the closure model are quantified through Bayesian inference, and these uncertainties are propagated forward into the predictions for the Hall thruster code. The median and 5% and 95% confidence intervals of the model predictions are compared to experimental measurements of discharge current, thrust, and ion velocity. It is found that the model predicts features qualitatively similar to the experiment including low-frequency oscillations in the discharge current and the periodic movement of the ion acceleration zone. However, the simulated frequencies and amplitudes of oscillations are higher than measured in the experiment and the median predicted performance metrics are 15-20% lower. These results are discussed in the context of the physical significance and limitations of the data-driven approach to closure.

Nomenclature

\[ B_0 = \text{Applied magnetic field} \]
\[ c_s = \text{Ion sound speed} \]
\[ E = \text{Applied electric field} \]
\[ I_D = \text{Discharge current} \]
\[ j_e(z) = \text{Electron current density parallel to applied electric field} \]
\[ j_{de} = \text{Electron current density in } E \times B \text{ direction.} \]
\[ L = \text{Discharge chamber length} \]
\[ m_e = \text{Electron mass} \]
\[ n_e = \text{Electron density} \]
\[ \nu_e = \text{Total electron collision frequency} \]
\[ \nu_{e(c)} = \text{Classical electron collision frequency} \]
\[ \nu_{AN} = \text{Anomalous electron collision frequency} \]
\[ \omega_{ce} = \text{Electron cyclotron frequency} \]
\[ P(\Theta; \sigma|d) = \text{Posterior distribution function} \]
\[ P(d|\Theta; \sigma) = \text{Likelihood function} \]
\[ P(\Theta; \sigma) = \text{Prior distribution function} \]
\[ P(d) = \text{Evidence} \]
\[ R_{CL} = \text{Radial location of channel centerline} \]
\[ q = \text{Fundamental charge} \]
\[ \sigma = \text{Measurement uncertainty for anomalous electron collision frequency} \]
\[ T_e = \text{Electron temperature (eV)} \]
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The Hall effect thruster is an attractive technology for in-space propulsion, balancing a moderate thrust density with high specific impulse (> 2000 s). These advantages have led to the widespread operational use of these devices for applications ranging from geocentric orbit raising to station keeping. Despite the growing maturity of this technology, however, there are a number of outstanding challenges related to their future development. These include open questions about the fidelity of ground tests for representing on-orbit performance [1–3] and how to perform lifetime assessments for higher-power, longer duration operation [4]. This latter question is particularly pressing in light of two upcoming deep space missions that baseline Hall thrusters [5,6]. Many of these challenges could be addressed in part through analysis, i.e. the use of high fidelity predictive numerical models. However, to date, the predictive capability of Hall thruster models has been limited.

This limited predictive capability of Hall thruster models stems from a lack of understanding of key physical processes that govern Hall thruster operation [7, 8]. In order to yield simulated results that can be leveraged for addressing operational challenges, Hall thruster models that are used for technology development employ a fluid or hybrid-fluid approximation for the plasma [9]. While there are well-established classical fluid equations for low temperature plasmas like that found in the Hall thruster, it has been shown experimentally that not all of these classical equations apply to this device. Most notably, the cross-field electron current is orders of magnitude higher than can be explained by classical transport theory. Indeed, while the mechanisms that govern this transport remain poorly understood, several theories suggest that it is kinetic—not fluid—in nature (c.f. [7, 10]).

Faced with this limitation, the electron transport in fluid-based Hall thruster codes is typically represented with an ad-hoc transport coefficient—either in the form of an anomalous collision frequency or mobility. This invites a closure problem. By introducing a new free parameter, the governing set of equations is opened and cannot be solved. It is therefore common practice to close the equations by prescribing fixed values of this coefficient at each location of the simulated domain. These values are then adjusted until the code yields predictions consistent with experimental measurements [8,11]. In this way, numerical models have been able to match experiment with a high-degree accuracy. This approach similarly has been applied to guide physics-based investigations (c.f. [12–19]) and to complement design and qualification efforts [20–23]. With that said, despite the high utility of this approach to numerical modeling, it has a limited predictive capability. There must first be experimental measurements of an actual system to infer the values for the transport coefficients.

In an effort to overcome this challenge, there have been a number of attempts to date to close the governing fluid equations for the Hall thruster. These approaches primarily have been physics-based: a process is hypothesized to explain the electron dynamics, and this is then used to guide the derivation of a simplified form for the transport coefficient [16,24,25]. While these previous efforts have the advantage of being rooted in physical intuition about the system, practically, their ability to predict the experimentally-measured transport in the thruster has been limited. As an alternative, we recently explored in Ref. [10] a data-driven approach to the problem of closure in Hall thrusters. By using datasets of the experimentally-inferred values of electron anomalous collision frequency over a wide range of parameter space, we were able to employ symbolic regression to identify new closure models for this transport coefficient. We showed that these models exhibited improved predictive capability for the transport coefficient as compared to previous physics-based models. With that said, we have yet to self-consistently incorporate these data-driven closures into a full Hall thruster simulation. This is a critical step for demonstrating the predictive capability of the data-driven approach.

With this in mind, the goals of this work are to implement one of our data-driven models for the anomalous collision frequency into a Hall thruster code, to quantify our confidence in the model predictions, and to compare the model predictions to experimental measurement. To this end, this paper is organized in the following way. In the first section, we review the problem of anomalous transport, introduce a data-driven closure model for this transport, discuss the application of Bayesian inference to quantify uncertainty in this closure model, and overview the Hall thruster code we used for this study. In the second section, we present results that include uncertainty quantification in the closure model parameters as well as predictions from the thruster code. In the third and final section, we discuss the physical implications and limitations of our results.
II. Approach to modeling

We overview in this section the key elements for our approach to predictive Hall thruster modeling. We begin with a description of the closure problem as it relates to an anomalous collision frequency. We then present a data-driven model for this collision frequency and a rigorous method for determining its model parameters. We conclude with an overview of the modeling framework into which we incorporated our data-driven closure model.

A. Anomalous collision frequency in Hall thrusters and the problem of closure

Fig. 1 shows a canonical geometry and coordinate convention for a Hall effect thruster. These axisymmetric devices are characterized by an axial electric field and radial magnetic field. The magnetic field magnitude is tailored such that only the electrons are magnetized and subsequently trapped in a closed, E×B current, \( j_{de} \), where they serve to ionize the propellant and maintain quasineutrality. The heavier, unmagnetized ions are accelerated out of the thruster by the applied electric field. Ideally, while no electrons are able to cross the magnetic field in the axial direction, in practice there is a finite electron current density. This is typically represented in Hall thruster fluid-based models in terms of an Ohm’s law\[11, 34]:

\[
\dot{j}_{e(z)} = \frac{m_e n_e v_e}{B_0^2} \left( \frac{1}{q n_e} \frac{\partial n_e T_e}{\partial z} + E \right),
\]

where \( E \) denotes the local electric field, \( \dot{j}_{e(z)} \) is the electron current density in the direction of the electric field, \( B_0 \) is the magnitude of the applied magnetic field, \( q \) is fundamental charge, \( n_e \) is the electron density, \( T_e \) is the electron temperature expressed in electron volts, and \( v_e \) denotes an effective electron collision frequency. As Eq. 1 shows, as the electron collision frequency increases, more electron current is allowed to flow across field lines.

There are known classical expressions for the electron collision frequency, \( \nu_{e(c)} \) that are based on the assumption that the electron dynamics are dominated by interspecies collisions\[34]. However, when these expressions are employed in Eq. 1, it is found that predictions for electron current are orders of magnitude lower than observed in experiment. It therefore is common practice to introduce an ad-hoc or anomalous collision frequency, \( \nu_{AN} \), such that

\[
\nu_e = \nu_{e(c)} + \nu_{AN}.
\]

This anomalous collision frequency can be adjusted to raise the effective electron current to match experimental measurements.

While the introduction of the anomalous collision frequency into the classical fluid equations allows for simulations to better represent the measured electron transport in these devices, in practice, this new variable leads to a closure problem. The number of unknowns exceeds the number of equations. To close the governing equations and therefore
arrive at a self-consistent model for the thruster, it is necessary to find an additional governing equation—a closure model—for this new collision frequency that relates back to the parameters solved for in the original fluid formulation, i.e. \( v_{AN} (T_e, E, \ldots) \).

B. Data-driven closure model for anomalous collision frequency

We recently explored in Ref. [10] a data-driven method to find a closure model for anomalous collision frequency. This was based on regressing datasets from previously measured values of \( v_{AN} \) as a function of local plasma properties, e.g. temperature, density, and local drift speeds. We employed a symbolic genetic algorithm to search functional space for different closure models that fit the data. We in turn were able to show that the resulting closures yielded predictions for the dependence of the measured collision frequency on plasma properties with an order of magnitude improvement in goodness of fit over some previous physics-based closure models. We similarly demonstrated that the data-driven models were extensible—they could be used to match new datasets beyond those that were used to train them.

While this approach yielded a family of possible analytical models that could fit the data, we consider here as a case study only one of the results (Data-driven model I in Ref. [10]):

\[
\begin{equation}
    v_{AN}(c_z, u_i, v_{de}, \omega_{ce}, \Theta) = \omega_{ce} \left( c_0 + \frac{c_1 u_i}{c_2 c_s + v_{de}} \right),
\end{equation}
\]

where \( \omega_{ce} \) is the electron cyclotron frequency, \( u_i \) is the local ion drift speed, \( c_z \) is the ion sound speed, and \( v_{de} \) is the electron drift velocity in the Hall direction. We also have introduced model parameters, \( \Theta = (c_0, c_1, c_2) \) that are constants. The values for these model parameters were reported in Ref. [10] as \( \Theta = (-3.37 \times 10^{-2}, 2.39, 3.32) \); however, as we discuss in the following, we leave these as free parameters to be inferred in this work.

C. Bayesian inference for model calibration

The expression in Eq. [3] is a reduced fidelity approximation for the more complicated physical process that governs the anomalous transport. The need for adjustable model parameters, \( \Theta \), that must be calibrated against data is a direct consequence of the model’s lower fidelity. The challenge lies in determining values for these coefficients that best represent the data but that also can describe the plasma state under multiple and varied operating conditions.

With this in mind, the model parameters can be inferred through simple linear regression, as we did in Ref. [10]. However, this approach only yields one set of parameters—the set that minimizes the residual of the error between the model and data. Choosing only one value does not reflect the inherent uncertainty in the model and data. For example, since Eq. [3] was not derived from first principles and is a fluid approximation to a kinetic process, it is possible that it is missing relevant aspects of the physics. This can be represented as uncertainty in the model parameters. Similarly, the dataset for performing the model inference is inherently sparse, and there thus is a corresponding uncertainty as to how extensible the model parameters are to new operating conditions. Both these sources of uncertainty will directly impact the predictions from Eq. [3] and by extension any thruster code that incorporates this closure.

In order to quantify the uncertainty in these coefficients, we adopt a probabilistic approach based on the method of Bayesian inference [35]. In this case, we treat the model parameters as random quantities that are described by posterior probability distributions:

\[
    P(\Theta; \sigma | d) = \frac{P(d | \Theta; \sigma) \cdot P(\Theta; \sigma)}{P(d)}, \tag{4}
\]

where \( d \) is the experimental dataset, \( P(d) \) is the Bayesian evidence, \( \sigma \) is a model error parameter, \( P(\Theta; \sigma) = P(c_0)P(c_1)P(c_2) \) is the prior probability distribution of the model parameters (assumed to be independent), and \( P(d | \Theta; \sigma) \) is the likelihood. Physically, this expressions, which is a form of Bayes’ theorem, indicates the probability that a given set of model parameters \( \Theta \) is correct given the dataset, \( d \).

The dataset we use for inference is the same training data reported in Ref. [10]. This is comprised of the inferred anomalous collision frequency as a function of local plasma properties for four different Hall thrusters and seven operating conditions:

\[
    d = \{ \{(c_z(1), u_i(1), v_{de(1)}, \omega_{ce(1)}), v_{AN(1)} \},
    \{(c_z(2), u_i(2), v_{de(2)}, \omega_{ce(2)}), v_{AN(2)} \},
    \ldots
    \{(c_z(N), u_i(N), v_{de(N)}, \omega_{ce(N)}), v_{AN(N)} \} \},
\]
where \( N = 650 \) is the length of the dataset. For the likelihood, we assume a normal distribution:

\[
P(d | \Theta; \sigma) = \prod_{j=1}^{N} \frac{1}{\sigma_j \sqrt{2\pi}} \exp \left[ -\frac{1}{2} \left( \frac{v_{AN}(j) - v_{AN}(c_x(j), u_{i(j)}, v_{de(j)}, \omega_{ce}(j), \Theta)}{\sigma_j} \right)^2 \right],
\]

(6)

where \( v_{AN}(j) \) denotes the measurement from the \( j^{th} \) element of the dataset, \( d, \sigma_j \) denotes experimental error in the measurement, and \( v_{AN}(c_x(j), u_{i(j)}, v_{de(j)}, \omega_{ce}(j), \Theta) \) is the function given by Eq. 3 evaluated for the argument given by the \( j^{th} \) element of the dataset, \( d \). Assuming the model for the anomalous collision frequency with the fit parameters \( \Theta \) is correct, Eq. 6 represents the likelihood that we would measure the given dataset assuming the data is normally distributed.

For our datasets, there is no uncertainty reported and therefore no prescribed values of \( \sigma_j \). We therefore have elected to treat these measurement uncertainties as model parameters that also will be inferred from Bayesian analysis. With that said, if we assumed each measurement error was an independent parameter, this would expand the dimension of the model parameter space to \( N \), which is prohibitively large. To avoid this problem, we make an informed estimate for the form of this error based on Eq. 1. When we infer the collision frequency in the plasma, we are solving this Ohm’s law using direct experimental measurements (or simulated measurements from calibrated models) of the local plasma properties. This functional relationship is given by

\[
v_{AN} = \omega_{ce} f(E, n_e, T_e, B_0, j_e(z)),
\]

(7)

where \( f \) is a non-dimensional function of the local plasma properties. We thus can relate the measurement uncertainty in the collision frequency measurement, \( \delta v_{AN} \) to measurement uncertainties in the arguments of \( f \):

\[
\delta v_{AN} = \omega_{ce} \left( \delta E \frac{\partial f}{\partial E} + \delta T_e \frac{\partial f}{\partial T_e} + \delta n_e \frac{\partial f}{\partial n_e} + \delta j_e(z) \frac{\partial f}{\partial j_e(z)} \right)^{1/2},
\]

(8)

where we have assumed there is no uncertainty in the magnetic field measurement (and thus \( \omega_{ce} \)). From this result, it is evident that the uncertainty in the measured collision frequency will scale with the cyclotron frequency and the fractional error in the measured plasma properties. For simplicity of evaluation, we make the strong assumption that the parenthetical quantity in the argument of Eq. 8 is a constant, representing an average measurement error over the plasma properties. We therefore can express the variance in Eq. 6 as

\[
\sigma_j = \delta v_{AN}(j) = c_3 \omega_{ce}(j),
\]

(9)

where \( c_3 \) is a constant of proportionality. Formulated in this way, \( c_3 \) becomes another effective model parameter to be inferred through inspection of the data.

The prior distributions of the model parameters, \( P(\Theta; \sigma) = P(\Theta; c_3) \), in Eq. 4 reflect our prior knowledge about the probability distributions of these terms. In our case, our choice of priors is guided by the previous work in Ref. [10] that showed a best-fit value from linear regression of \( \Theta = (-3.37 \times 10^{-3}, 2.39, 3.32) \). We prescribe a range of possible values for each coefficient based on this best value and assume the parameters are uniformly distributed in these ranges. Similarly, for the measurement uncertainty coefficient, we assume \( 0.05 < c_3 < 1 \) where we have introduced a lower bound to prevent measurement uncertainty from being 0. The upper bound reflects our belief that the electrons will remain magnetized in the thruster main discharge such that the anomalous collision frequency will not exceed the cyclotron frequency. Taken together, these assumptions about the model coefficients are expressed as

\[
P(c_0) = \mathcal{U}(-3 \times 10^{-1}, 3 \times 10^{-1}) \quad P(c_1) = \mathcal{U}(0, 5) \quad P(c_2) = \mathcal{U}(0, 5) \quad P(c_3) = \mathcal{U}(0.05, 1).
\]

(10)

Finally, we note that calculating the evidence term, \( P(d) \) in Eq. 4 is non-trivial (and in most cases intractable). However, there are well-established sampling methods to approximate the posterior distributions of model parameters without explicitly evaluating the evidence [30]. We adopt such a sampling method in this work and subsequently leverage it to forward propagate the uncertainty in the model parameters through to the predictions from the Hall thruster code.

D. Multi-fluid Hall thruster model

We used Hall2De, a multi-fluid, two-dimensional plasma physics code to perform Hall thruster simulations with the data-driven closure. This numerical was developed by the Jet Propulsion Laboratory and has been used extensively
to simulate several state of the art Hall thrusters [17, 20–22, 37–39]. A detailed overview of the code can be found in Ref. [11]. We describe here its salient features and underlying assumptions. Hall2De assumes an axisymmetric geometry for the thruster and employs a magnetic field aligned mesh that is defined in the radial and axial coordinates. The governing fluid equations, continuity, momentum, and energy, are solved simultaneously along this mesh for the ions and electrons in the code. The electrons, as noted above for Eq. 1 are assumed to be inertialess and therefore described an Ohm’s law. Hall2De has the capability to model multiple ion species, differentiated by charge state and the location where they are born in the plasma. The discriminator for this latter featured is dictated by the electrical potential where ions are created by ionization.

Key input to the model include the thruster geometry and material, mass flow rate, the discharge voltage, the number of ion fluids and charge states to be modeled, magnetic field topography and strength, and the boundary conditions. The anomalous collision frequency is also treated as an input where it is prescribed as a function of axial position along the channel centerline, $\nu_{AN}(z, R_{CL})$. This frequency is then mapped to the rest of the simulated domain along magnetic field lines. Wherever a field line intersects the channel centerline of the thruster, the prescribed value of anomalous collision frequency is assigned. This same value is used along the entire magnetic field line but scaled at each location by the strength of the magnetic field. Key model outputs of Hall2De include the total discharge current, performance (thrust, efficiency, and specific impulse), and local values of the electric field and the plasma fluid properties of each species (densities, velocities, and temperatures). The code has the ability to vary the collision frequency profile automatically to achieve specified targets (e.g. a discharge current setpoint), though this option was not enabled for this work.

In order to test our closure model with Hall2De, we adopted the outer-loop approach shown in Fig. 2. We ran the code for a fixed set of time steps, $M$, and then exported the ion sound speed, $c_s$, electron azimuthal drift, $v_{de}$, ion drift, $u_i$, and electron cyclotron frequency, $\omega_{ce}$ along the channel centerline. We used these values in Eq. 3 to calculate the collision frequency profile from the closure model along channel centerline and then used this profile as a new input to Hall2De. With this new collision frequency profile, we ran the code again and repeated the process. In order to avoid non-physical results (e.g. negative collision frequencies) during this outer loop implementation, we made two additional assumptions: the anomalous collision frequency has a floor of $\nu_{AN} > 10^{-4}\omega_{ce}$, and a half channel length downstream of the magnetic field peak, denoted location $z^*$, we replace the closure model with the approximation $\nu_{AN}(z)/\omega_{ce}(z) = \nu_{AN}(z^*)/\omega_{ce}(z^*)$. This latter requirement is consistent with previous numerical studies that have shown the collision frequency becomes Bohm-like downstream of the acceleration zone [13].

For the results reported here, the time step we employed for Hall2De was $2 \times 10^{-8}$ s. In order to ensure that we did not artificially introduce numerical oscillations with the outer loop approach, we varied randomly the number of iterations, $M = 5 – 10$, we ran the code before repeating the loop. Simulation lengths in real time were typically $3 \times 10^{-4}$ s. This was sufficiently long to indicate oscillations consistent with the "breathing mode" (typically 10-20 kHz).

**E. Simulated thruster**

Fig. 3(a) shows the H9, a 9-kW class Hall thruster, that we simulated for this study. This device, which is described in more detail in Refs. [40–42], was developed jointly by the University of Michigan, the Jet Propulsion Laboratory, and Air Force Research Laboratory. It employs a center-mounted LaB$_6$ hollow cathode and a magnetic shielded topography. For this work, we modeled one operating condition, 300 V discharge voltage on xenon with a nominal power of 4.5 kW. The inputs to Hall2De (shown in tabular form in Fig. 3(b)) are based on the experimental conditions for this
Fig. 3  a) The H9 Hall thruster firing at 300 V and 4.5 kW on xenon gas. b) Input conditions to Hall2De for simulating the H9 state. The measured magnetic field of the thruster similarly was used to generate the field aligned mesh for the code. For comparison to simulation, we employ previously reported experimental measurements of the ion velocity along centerline, thrust, specific impulse, efficiency, and discharge current [42, 43]. We note here that measurements from the H9 were not included in the training data we used in Ref. [10] to arrive at Eq. 3. The use of our closure model on a thruster model for the H9 therefore is intended to be a demonstration of a predictive capability.

### III. Results

We present in the following our results for parameter estimation for the closure model as well as the predictions from the Hall thruster code.

#### A. Model parameters

Fig. 4 shows the marginalized and joint distributions of the model parameters, $(\Theta, c_3)$, determined from Eq. 4. To generate this result, we employed a Markov Chain Monte Carlo (MCMC) method with a Metropolis Hastings algorithm to sample the posterior distribution 100,000 times [35]. For both the joint and marginalized distributions, we applied a kernel density distribution function based on the Silverman rule of thumb [44] to smooth the results. As can be seen, in all cases the marginals are approximately normal with tails well within the bounds of the priors we assumed. The joint distributions in each case exhibit a high correlation between parameters. This is represented by the elongated structures with probability contours following a narrow line with finite slope. The fact this correlation exists indicates there may a functional relationship between the fit coefficients, though exploring this relationship is beyond the scope of this work.

From the Markov Chain we employed to generate these samples, the model parameters that correspond to the maximum a posteriori probability (MAP) estimates are given by $\hat{\Theta} = (-0.045, 2.43, 3.45)$. For comparison, in our Ref. [10] where simple linear regression was applied, we found $\Theta = (-0.037, 2.39, 3.32)$. The method of Bayesian parameter estimation thus yields similar values to the previously reported best set of coefficients. As a final note, we see that the coefficient of the error term has a most probable value of $c_3 = 0.175$. In the context of the error model we proposed in Sec. II.C, this suggests $\delta v_{AN} = 0.175 \omega_{ce}$ where $\delta v_{AN}$ is the uncertainty in the dataset, $d$, of the reported collision frequencies.
Fig. 4 Marginal and joint posterior distributions for the model parameters in $\Theta$ and $c_3$. Plot generated with 100,000 MCMC samples.
B. Hall thruster simulations

We consider here two cases of running Hall2De with the data-driven closure. In the first, we report the output from a single run of the code with a randomly drawn sample from the posterior distribution shown in Fig. 4. In the second case, we make a probabilistic prediction for the thruster operation by sampling multiple times from the posterior.

1. Results with single set of model parameters

We first ran the Hall2De simulation with the data-driven closure for a single set of model parameters, \( \Theta = (-0.071, 2.68, 3.42) \), drawn from the posterior distribution in Fig. 4 and for a total simulated time of 0.3 ms. In the following, we compare key outputs from the model along with experimental data. To this end, we first show in Fig. 5(a) the simulated discharge current starting at 0.05 ms (after the initial transients from start up converged) and the experimentally-measured discharge current. It is evident from this plot that the simulated discharge current oscillates at a well-defined lower frequency with a higher beat on top. Moreover, the amplitude of oscillations appears to be stable. This illustrates how the data-driven closure model is capable of yielding convergent, time-resolved simulations—a critical capability given that Hall thrusters are known to oscillate for nearly all operating conditions. With that said, the average simulated result underpredicts the average measured current (8.5 A as opposed to 15 A), and the oscillation amplitude is higher in the simulation with a higher frequency compared to the experiment. We quantify these differences explicitly with the overlaid power spectral densities shown in Fig. 5(b). We note in this plot that the resolution of the experimental plot is higher than the simulated result as the experimental data was collected over a longer period than the simulation.

![Fig. 5](image)

**Fig. 5**  
(a) Comparison of discharge current from simulation (black) and experiment (red).  
(b) Power spectral densities of the two current traces. The simulation model parameters are \( \Theta = (-0.071, 2.68, 3.42) \).

We compare in Fig. 6 the time-averaged ion velocity profiles on centerline as predicted from the Hall2De simulation and as measured in experiment. The positions have been normalized by the channel length, \( L \), and are referenced with respect to the thruster anode (\( z = 0 \)). In both cases, we again see qualitative similarities in the prediction and experiment. The ion velocity is characterized by a rapid acceleration near the exit plane of the thruster, culminating in a speed (and therefore kinetic energy) commensurate with the applied voltage, \( V_d = 300 \) V. With that said, the results with the data-driven closure show a more relaxed acceleration profile than the experimental result upstream of the exit plane (\( z/L = 1 \)). As the steepness of the acceleration is directly a function of the electric field magnitude, this difference suggests the field in the simulated result is more spatially drawn out than in the experiment. We discuss the implications of this in the context of our other results in Sec. IV.

The large scale oscillations in the global discharge current predicted by simulation may be an indication that the local plasma properties in the thruster also vary in time. To illustrate this, we show in Fig. 7 the ion velocity profile at four different times during a simulated oscillation cycle. These are denoted by relative phases with respect to the first anti-node in the cycle (\( 0^\circ, 90^\circ, 180^\circ, 270^\circ \)). This result shows the acceleration zone of the thruster, as characterized by...
Fig. 6  Model predictions for ion velocity along channel centerline showing (black line) compared to experimental measurements (markers). Positions have been normalized to channel length, \( L \), and are referenced with respect to the thruster anode at \( z = 0 \). The simulation model parameters are \( \Theta = (-0.071, 2.68, 3.42) \)

the location of most rapid increase in velocity, moving spatially with time by 10% of the discharge length. This type of movement of the plasma discharge has been measured before experimentally [45–49] and has been noted as a potential contributor to enhanced pole erosion in these devices [19]. The data-driven closure model incorporated into Hall2De appears to self-consistently capture this process.

With that said, while the preceding results serve to illustrate the capability of the data-driven closure to converge and yield physically plausible (if not validated) results, they only represent the predictions for one set of model parameters. As we discussed in Sec. III.A, there is inherent uncertainty in these parameters, which should be reflected in our model predictions. To this end, we consider in the next section the impact of propagating forward these uncertainties to the code’s predictions.

Fig. 7  a) Simulated discharge current for one cycle of the lower frequency oscillation with labeled phases. b) The ion velocity from the code output at the corresponding phases from (a). The simulation model parameters are \( \Theta = (-0.071, 2.68, 3.42) \).
2. Probabilistic results

We consider here the impact of the uncertainty in the model parameters of Eq. [3] on the predictions of Hall2De. To this end, we used the same MCMC procedure described in Sec. III.A to sample 20 times from the posterior and ran the Hall2De simulation for each set of model parameters for a total time of 0.3 ms. From the predictions yielded by these 20 turns, we generated statistical assessments of the predicted discharge current, ion velocity, and performance metrics. We note that the number of samples was constrained by computational resources, and the reported set is too sparse to represent the true distribution of model outputs. We attempt to compensate for this in the following by applying smooth kernel distributions (Sec. III.A) to the samples.

Fig. 8 Probability distribution functions of model predictions for the (a) average discharge current, (b) thrust, (c) specific impulse, and (d) anode efficiency. The experimentally measured values are denoted by vertical dashed lines.

With this in mind, we show in Fig. 8 the simulated probability distributions for average discharge current, thrust, specific impulse and anode efficiency. For comparison, we also show the experimentally-measured values (from Ref. [41, 42]) as vertical dashed lines. The discharge current result (Fig. 8(a)), illustrates two key features. First, there is a wide variance in the predicted distribution. This variance reflects the sensitivity of the code to the uncertainty in the model parameters and the sparsity of the sampling dataset. Second, reinforcing our finding from the single case study in Sec. III.B.1 this result shows that the median predicted current ($I_D = 8.5 \text{ A}$) is lower than the experimental measurement ($I_D = 15 \text{ A}$). There is a finite probability (the tail of the distribution) that the predicted current will be
15 A, but this probability is low—only approximately 5% confidence in this result. The performance metrics (Figs. 8c-d) exhibit the same two key features as the discharge current plots. In all cases the width of the distributions is large, leading to a low level of confidence in the model prediction. The experimentally measured values are close—albeit lower—compared to the most probable values for all of the distributions.

While most of the modeled cases showed stable, repeatable oscillations, the frequency and amplitude of oscillations varied depending on the model parameters. There were also some cases where the discharge current oscillations were quiescent. To capture these trends probabilistically, we show in Fig. 9(a) the distribution of the power spectra of the oscillations. We generated these results by performing a power spectral analysis on the time-dependent discharge currents for each simulation result. At each frequency value, we then estimated the median of the datasets (solid line) as well as the 5% and 95% confidence intervals (dashed lines) from the 20 samples. The shaded region therefore encapsulates 90% of the outputs from the reported samples. We also show for comparison the power spectral density from the experimental data.
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**Fig. 9**  a) Model predictions for power spectral density of discharge current showing the median (black line) and 5% and 95% confidence intervals (dashed line). The experimental measurement is denoted as a red line. b) Model predictions for ion velocity along channel centerline showing the median result (black line) and 5% and 95% confidence intervals (dashed line). Experimental measurements are indicated by black markers. Positions have been normalized to channel length, $L$, and are referenced with respect to the anode at $z = 0$.

The results in Fig. 9(a) show that on average the simulations predict an oscillation at ~ 18kHz, though the variance on this prediction captures the fact that some model results show quiescent operation. We also see on average the power spectra exhibits a higher frequency peak at ~ 100 kHz. This oscillation was evident in the single parameter simulation case in Fig. 5 and appears here to be a common feature over the sampled space. By comparison, the magnitude of the experimental spectra is lower—which is a direct indication that the experimental state is more quiescent than the simulated one. The experiment does show similar oscillatory features compared to the simulation, i.e. two difference types of oscillations; however, the frequencies of these are lower than the modeled result (12 kHz and 80 kHz).

We show in Fig. 9(b) the distribution of predictions for the average ion velocity along centerline compared to the experimental measurement. In this case, at each spatial location we calculated the median (solid line) and 5% and 95% confidence intervals (dashed lines) from the 20 samples. The shaded region therefore represents the predictions of 90% of the models. As can be seen, the median profile follows the shape as in Fig. 6, however, there is a marked degree of variance in the predictions. This results in uncertainties in the downstream ion velocities of 7.5 km/s. This relatively large variance underscores the sensitivity of the model outputs to the data-driven model parameters. We also note that while some of the experimental data does fall within the model predictions in the acceleration zone ($z/L = 1$), the predicted ion acceleration is on average more relaxed than indicated by experiment. This suggests that the simulated results are systematically predicting ion acceleration that is too gradual.
IV. Discussion

The model results we presented in the preceding section are predictive in the sense that they did not require experimental measurements of the thruster performance or plasma properties to guide the model. Indeed, although we used a closure model that was discovered through symbolic regression of data, this dataset did not include the thruster configuration we have simulated here. As a promising preliminary result, we have found the model predictions are physically plausible. Though, the model predictions are not quantitatively consistent with experimental measurement. We discuss our results in the following in the context of the physical implications of the predicted trends, the limitations of our approach, and strategies for improving this technique.

A. Physical implications of modeling results with data-driven closure

The fact that our simulation result can predict a breathing mode-like oscillation is physically significant. The breathing mode, though ubiquitous in Hall thrusters, remains poorly understood. And while it is commonly accepted that this oscillation is a natural, ionization-based mode of the plasma, it is an open question as to what drives this mode unstable. One possibility that recently has been suggested is that it is necessary for some sort of feedback mechanism between electron transport in the downstream region and neutrals and ions in the upstream in order for this mode to grow [50]. While this type of feedback mechanism may not be captured by some closure models, an enabling feature of our approach is that the anomalous collision frequency (and therefore transport) of the electrons does self-consistently depend on the local plasma properties. This suggests the collision transport can be perturbed and respond to variations in the plasma properties, thus providing a feedback loop for growth.

Relatedly, the fact that the model predicts a second and higher frequency oscillation at $\sim 100$ kHz that is qualitatively consistent with experiment is also of particular physical significance. The nature of this higher frequency oscillation in the discharge current in experimental measurements remains an open question. It is notable, however, that while this frequency has been attributed to a cathode borne, rotational mode [51], the fact that some content appears at this frequency in this r-z simulation suggests some other longitudinal mechanism may be responsible.

B. Limitations of data-driven method

Despite the qualitative agreement with experiment, the simulations with the data-driven closure still do not predict accurately the quantitative measurements of the plasma. For example, the ion acceleration in the simulation begins inside the channel at $z/L = 0.5$ and increases until $z/L = 1.5$ while the acceleration in experiment is more spatially condensed from $z/L = 1$ to $z/L = 1.5$. This suggests that the electric field—the field that accelerates the ions—is more spatially relaxed in the simulation than in the experiment. As the magnitude of the electric field is directly tied to the collisions (Eq. [1]), this result may indicate that the anomalous collision frequency from the data-driven closure is too low in the upstream region. This is consistent with the results reported in Ref. [10] where it was remarked that the data-driven models generally did not perform as well in matching training data in the region upstream of the thruster acceleration zone.

Fig. [8] shows that the simulation underpredicts performance in terms of thrust, specific impulse, and efficiency. In light of the lower predicted current, these lower performance results suggest that the simulation may have too low an ionization fraction. As with the relaxed ion velocity profile, this low ionization fraction may in part be attributed to the relaxed electric field in the simulation. Since the electrons in the discharge are energized by Ohmic heating, a relaxed electric field as we see in the simulation will translate to lower effective electron temperatures and therefore reduced ionization.

In addition to the inability of the model to match experiment in our particular case study, there may be more fundamental limitations with applying a data-driven approach. Indeed, as was pointed in Ref. [10], even if a data-driven closure does accurately predict one new experimental condition, there is no guarantee that the model will be extensible to other operating points or thrusters. Similarly, as the transport process is inherently a kinetic effect, there is the possibility that fluid-based closures may never be able to fully predict the consequences of anomalous transport. Rigorous uncertainty quantification as we have employed here can be a mitigating factor for this latter possibility. We have demonstrated in this work the ability to encode our uncertainty in these closure models and in turn to directly quantify how this uncertainty impacts our confidence in the model predictions.

As a final caveat, we note that the statistics we have generated for model outputs in this work are based on a sparse dataset with only 20 entries. This stems from the limited computational resources at our disposal for this initial study. With an increased number of samples, the confidence intervals and median predictions will change, converging on the true probability distribution for model predictions. This does not ultimately mean that the variance will be reduced, but
the revised distributions will better reflect the impact of closure model uncertainty in the simulation results.

C. Strategies for improving model fidelity

While there are limitations to the approach we have applied, there are multiple methods through which we may improve model fidelity. As noted in the preceding section, the data-driven closure we have adopted does not accurately predict all of the relevant physical processes in the thruster. However, while we only focused on one model (Eq. \[3\]) for this work, in Ref. [10] we identified hundreds of possible models (explicitly providing symbolic forms for three). These other closures may yield improved agreement with data, or alternatively, combining these data-driven models and sampling from each probabilistically may yield more accurate predictions.

With that said, ideally we would be able to replace a data-driven closure with a validated physics-based model. As we remarked in Ref. [10], the challenge with this approach stems from the fact that most physics-based closures proposed to date show lower fidelity compared to the data-driven models we have identified. However, these previous closures primarily have been treated as deterministic with fixed model parameters. A probabilistic approach combined with model inference may improve their fidelity—or at least help quantify the consequences of model uncertainty in these closures. In parallel, there are on-going efforts to derive higher fidelity physics-based closures (c.f. [33]) which also can be examined through a probabilistic approach.

D. Practical implications for engineering applications

As a last note, we remark that the ability to rigorously quantify uncertainty in Hall thruster model predictions will be a critical tool for future engineering applications of these models. In order to leverage these models to help address practical challenges such as quantifying the impact of ground tests on thruster operation or to perform lifetime risk assessment, there is a need to understand the sources of uncertainty in the models and their implications for model predictions. As we have discussed in the preceding, the challenge for Hall thruster modeling ultimately stems from how to quantify model uncertainty that stems from an incomplete understanding of key physical processes like the electron transport. The work we have presented here represents an initial attempt to assess this uncertainty and its consequences.

V. Conclusion

Ultimately, the results of this work stand apart from previous studies in two key ways. First, we have self-consistently incorporated a data-driven closure model for electron transport with a full thruster code and shown that it will yield physically realistic results. Second, we have demonstrated the ability to quantify how our uncertainty about the closure (and by extension the underlying physics of the thruster) impacts the predictions of a high-fidelity thruster model. This is a critical step for future practical applications of modeling efforts such as lifetime qualification and optimal design where there is a need to understand the confidence in model predictions and the associated risks with these predictions.
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