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CHAPTER 1

Introduction

The purpose of this chapter is to discuss the motivation behind the research pre-

sented in this dissertation. In addition, the contributions of this work are introduced

as well as the organization of the document.

1.1 Motivation

When a vehicle travels at hypersonic velocities within an atmosphere, a shock

wave forms in front of the vehicle due to the large amount of kinetic and potential

energy it possesses. This shock wave compresses and heats the air, dissociating and

ionizing the air molecules. This layer of ionized gas enveloping the hypersonic vehicle

is referred to as the reentry plasma sheath (1). This sheath causes either the atten-

uation or complete reflection of radio frequency (RF) communication signals below

the plasma frequency. Such communication “blackouts” can last for ten minutes

and have been, and continue to be, a problem for human space exploration, sample

return missions, ballistic trajectories and scramjet research (2).

The blackout phenomenon first came to the public’s attention during the 1960’s

when humans began traveling in space, and jumped to the forefront of the public
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eye during Apollo 13’s failed attempt at a moon landing. During the return, the

National Air and Space Association (NASA) engineers were not sure whether the

capsule was re-entering the atmosphere at the correct angle. The blackout lasted

longer than was expected. During the six-minute blackout, there was no way for

mission control to know what was happening onboard the capsule or the status of

the crew.

When the US began using the space shuttle to ferry humans to and from space,

and with the launch of the Tracking and Data Relay Satellite (TDRS) system, the

blackout phenomenon was no longer an issue because the orbiter is not fully en-

capsulated in plasma during atmospheric re-entry. Due to the shape of the orbiter,

areas on the top of the vehicle are not engulfed in the plasma sheath, allowing radio

signals to be sent from the orbiter to TDRS in orbit, and then be relayed back down

to earth (Figure 1.1).

However, re-entry blackout is still a problem for the human space flight programs

of other countries and sample return missions that utilize capsules. One example of

Figure 1.1: Sketch of how Tracking and Data Relay Satellite. TDRS works by
relaying communication signals from the Space Shuttle orbiter to Earth during at-
mospheric re-entry.
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a sample return mission that crashed due to an error during the re-entry phase is

the Genesis mission that returned to Earth with solar wind samples. Upon re-entry,

a sensor failure prevented the drogue parachute from opening and decelerating the

capsule, letting it crash into the Utah desert. This failure may have been prevented

had mission control been in constant contact with the re-entry vehicle. As a backup,

the parachute could have been manually deployed.

Figure 1.2: Genesis capsule after re-entry (3).

In addition, after the tragic accident in 2003 of Columbia, NASA decided to retire

the Space Shuttle early and discontinue research on a replacement. In addition, the

desire to return to the moon and the lunar-type architecture means a return to a

capsule style re-entry vehicle. Thus NASA is developing the crew exploration vehicle

(CEV) with the Orion capsule-type re-entry vehicle, and communications blackout

will again be an issue for U.S. human spaceflight.

Furthermore, the U.S. military is interested in ameliorating the communications

blackout in order to maintain constant contact with hypersonic vehicles traveling

within the atmosphere. Continuing interest in scramjet research results in a desire

to have constant sensor and telemetry communication with the vehicle. Finally,

maintaining constant Global Positioning Satellite (GPS) contact with objects on

ballistic trajectories allows for greater accuracy in achieving the destination target.
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1.2 Goals and Contribution of Research

The overall goal of this research is to first simulate an atmospheric re-entry plasma

in a laboratory setting, and then use crossed electric and magnetic fields (E ×B) to

create a region of lower density plasma surrounding an antenna. This dissertation

presents contributions to the following areas of research:

1. Helicon source development: A helicon source was developed, built, refined

and tested at the Plasmadynamics and Electric Propulsion Laboratory (PEPL).

This is the first such source developed at the laboratory. Continuing research

in a variety of interest areas utilize the same source.

2. Re-entry plasma simulation: The plasma downstream of the helicon source,

inside the Cathode Test Facility was characterized. It was determined that the

plasma was sufficient for simulating the density of the plasma sheath that

develops during atmospheric re-entry.

3. Development of diagnostic probes for helicon source: Due to the na-

ture of the helicon source, various diagnostic probes needed to be modified

or built in order to be used inside and downstream of the source. The radio

frequency power that was used to operate the helicon source required special

compensation and filtering.

4. Development of a model for simulating electron particle traces in

crossed electric and magnetic fields: The electric and magnetic fields

were modeled using the COMSOL Multiphysics modeling package. The effects

of the magnetic field alone and the magnetic field combined with the electric

field were both studied.
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5. Development of a plasma mitigation system: The re-entry and hyper-

sonic vehicle plasma communication (ReComm) system was designed and

built. Then, tests were performed in the region downstream of the helicon

source to determine its effectiveness in mitigating the plasma number density.

1.3 Organization

This dissertation is divided into a variety of chapters. In general, the first chap-

ters provide background and experimental setup information. Then, the diagnostic

probes and analysis techniques are described, followed by the results. Finally, there

is a discussion of the results and a conclusion. In detail, the chapters are as follows:

Chapter 1: The introduction includes the motivation behind the research and the

goals and contributions of the dissertation.

Chapter 2: This chapter contains necessary background information. There is a

literature review of previous atmospheric re-entry work, a discussion of the

communications blackout phenomenon and a description of the parameters that

need to be recreated in order to simulate a re-entry plasma in the laboratory.

Chapter 3: This chapter goes into the process of selecting a plasma source for sim-

ulating the re-entry plasma sheath. The reasons behind choosing a helicon

source are discussed, and a short section about helicon source theory is pre-

sented. Then, the (PEPL) helicon source is described.

Chapter 4: The ReComm system is discussed in this chapter. It begins with an

analytic development of the E × B drift and then moves into a discussion
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of the computer simulation work that was being done concurrently with this

dissertation. Finally, a description of the PEPL ReComm setup is presented.

Chapter 5: The overall experimental layout and setup are discussed here. In addi-

tion, descriptions of the diagnostic probes and the analysis methods for each

probe are described.

Chapter 6: Verification that the plasma source was operating in helicon mode is

presented. Then, the downstream plasma characterization results are discussed

for two cases: (1) an empty chamber downstream, and (2) the ReComm system

present but turned off. Finally, the ion energy distribution function produced

by the helicon source is given.

Chapter 7: The effect of the ReComm system on the plasma downstream of the

helicon source is discussed. Density reduction data, plasma frequency data and

signal response data are presented.

Chapter 8: Results from operation of the ReComm system are discussed. Possible

explanations for the results are given and COMSOL modeling of the ReComm

system is presented.

Chapter 9: Major conclusions from the research are summarized. Suggestions for

future work and a system impact study are presented.
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CHAPTER 2

Background

This chapter describes how plasma blocks electromagnetic waves and at what

frequency a communications signal becomes attenuated. The description of the

blackout phenomenon is described both physically and analytically. Then, a dis-

cussion of previous work in the areas of simulating and measuring the characteristics

of a hypersonic plasma are presented. In addition, previous blackout amelioration

work is discussed. The results of experiments performed in the 1960’s to measure

plasma number density and electron temperature in a re-entry plasma sheath are

shown. Finally, the characteristics of the re-entry plasma that require simulation in

a laboratory for the scope of this dissertation are determined.

2.1 Communications Blackout

In order to overcome the communications blackout phenomena, one must have a

thorough understanding of why blackout occurs in the first place. It is good to first

have a physical understanding of how the communications signal is blocked before

looking at the relevant Maxwell equations (4; 5).
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2.1.1 Physical Understanding

Assuming that a re-entry plasma sheath is quasineutral, and thus has an equal

number of electrons and ions, the charged particles maintain an average equilibrium

separation distance between them. If an electron is displaced, the other particles

will remain in equilibrium while electrostatic forces will work to return the electron

to its original position. Because of inertia, the displaced electron will overshoot

the equilibrium position and oscillate about it until collisions with neutral particles

damp out the oscillations. This is similar to a mass on a spring where the charged

particle represents a mass, the electrostatic forces represent a spring and collisions

with neutrals represent damping.

When the displacing force is an electromagnetic wave, it acts as a periodic driv-

ing force. When a plasma has low neutral pressure, it can be assumed that the

electron neutral collision frequency is low with respect to the driving frequency. If

the frequency of the electromagnetic wave (the driving frequency) is significantly less

than the frequency of the oscillating electron, then the electron will oscillate at the

driving frequency. In this case, the electron acts as a dipole radiator, producing both

a forward and a backward traveling electromagnetic wave. The forward moving wave

is out of phase and tends to cancel out the driving signal. The backward moving

wave appears as a reflection of the driving signal. The thicker the plasma layer, the

more attenuation and reflection of the original driving signal.

For the opposite case, when the driving frequency is significantly larger than the

frequency at which the electron oscillates, then the electron exhibits large inertial

effects and can only weakly oscillate at the driving frequency. Thus, the electromag-

netic wave propagates through the plasma sheath unattenuated. When the driving

frequency is equal to the electron oscillation frequency, then the incident electromag-
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netic wave is completely reflected, and there is no penetration into the plasma.

We now consider the case when not just one, but all of the electrons are dis-

placed from their equilibrium position within the quasineutral plasma. The electric

forces now work to restore all electrons to their equilibrium positions, resulting in

an overall plasma oscillation at a frequency referred to as the plasma frequency (ωp

in radians/second). Since the electrons are so much less massive than the ions, the

speed with which the oscillations occur is too short for the ions to respond. Thus,

they can be considered fixed with respect to the electrons (6).

2.1.2 Plasma Frequency Derivation

The above physical explanation of the plasma frequency and its electromagnetic

wave response can be proven by first deriving an expression for the plasma frequency

and then looking at the plasma response to an applied electromagnetic field (6). We

assume the following:

• The plasma is quasineutral and uniform at rest

• The magnetic field is negligible

• Thermal motions are negligible (i.e. kBT = 0)

• The ions are fixed in a uniform distribution

• The plasma is infinite in space

• Electron motion is only in one direction (x-direction for this analysis)

Based on the above assumptions, the electrons will only experience an electro-

static oscillation when they are displaced. The equation of motion for the electrons
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is

mne

[
∂ve

∂t
+ (ve · ∇) ve

]
= −eneE (2.1)

where m is the particle mass, ne is the electron number density, ve is the velocity of

the electrons, e is the charge of an electron and E is the electric field. The continuity

equation is

∂ne

∂t
+∇ · (neve) = 0 (2.2)

Since the magnetic field was assumed to be negligible and the ions fixed, the only

Maxwell equation that will be used is Poisson’s equation.

ε0∇ · E = ε0
∂E

∂x
= e (ni − ne) (2.3)

where ε0 is the permittivity of free space and ni is the ion number denisty

By assuming the amplitude of the oscillation is small, Equations 2.1 - 2.3 can be

linearized, transforming each dependent variable (ne, ve and E) into the sum of an

equilibrium part (0) and a perturbation part (1). This results in the following:

∇n0 = v0 = E0 = 0 (2.4)

∂n0

∂t
=
∂v0

∂t
=
∂E0

∂t
= 0 (2.5)

Applying the above to Equations 2.1 - 2.3 and maintaining the small amplitude

assumption gives

m

[
∂v1

∂t
+ (v1 · ∇) v1

]
= −eE1 (2.6)

∂n1

∂t
+ n0∇ · v1 = 0 (2.7)

ε0∇ · E1 = −en1 (2.8)

Since the oscillations are sinusoidal, the time derivatives can be replaced with

−iω and the gradient can be replaced with ikx̂, where ω is the angular frequency
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and 2π/k is the wavelength. This gives the following system of equations.

−iωmv1 = −eE1 (2.9)

−iωn1 + n0ikv1 = 0 (2.10)

ikε0E1 = −en1 (2.11)

This system can be solved for ω (in radians/second), which is referred to as the

plasma frequency.

ωp =

(
n0e

2

ε0m

)1/2

(2.12)

2.1.3 Electromagnetic Wave Interaction

In order to study how electromagnetic waves (light and radio waves) travel in a

quasineutral plasma, first the relevant Maxwell equations must be examined (6).

∇× E1 = −Ḃ1 (2.13)

c2∇×B1 =
j1
ε0

+ Ė1 (2.14)

where B is the applied magnetic field, c is the phase velocity (usually the speed of

light) and j is the current density.

Taking the time derivative of 2.14, inserting it into the curl of 2.13 and assuming

a sinusoidal oscillation of transverse waves (k · E1) gives the following.

(
ω2 − c2k2

)
E1 =

−iωj1
ε0

(2.15)

Assuming the electromagnetic waves are of sufficiently high frequency, the frequency

is high enough such that the ions can be considered fixed, and thus, the current

comes from the motion of the electrons only.

j1 = −n0eve1 (2.16)
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Combining Equation 2.16 with the linearized electron equation of motion given earlier

(Equation 2.9) results in (
ω2 − c2k2

)
=
n0e

2

ε0m
(2.17)

in which the expression for the plasma frequency is on the right hand side.

ω2 = w2
p + c2k2 (2.18)

Equation 2.18 is the dispersion relation for an electromagnetic wave propagating

in plasma with no dc magnetic field (6). This dispersion relation behaves in such a

way that if a microwave beam with a given frequency, ω is passed through a plasma,

the wavelength in that plasma will follow Equation 2.18. Thus, as the plasma density

increases (and therefore ω2
p increases), the value of k2 will decrease, resulting in a

longer wavelength. At some point, the density will increase to where k2 will become

zero and any further increase in density results in a situation where the dispersion

relation cannot be solved for any real value of k. Therefore, the electromagnetic wave

can no longer propagate through the plasma. The frequency at which this occurs

(ω = ωp) is referred to as the cutoff frequency and happens at a critical plasma

density, nc. If the plasma density is too high or the wave frequency too low, then k

becomes imaginary. Since the electromagnetic wave has an exponential dependence

on k, the signal is exponentially attenuated and reflected when k is imaginary.

2.2 Previous Hypersonic Experiments and Models

In the early days of the U.S. space program, a great deal of work was done

to understand phenomena that occur during atmospheric re-entry. Both simulation

work and laboratory experiments were done as well as actual flight tests. Most of the
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laboratory work concentrated on simulating the thermal and chemical phenomena

that occur near the surface of a hypersonic vehicle. The purpose of these experiments

was to test heat shields and qualify thermal protection systems (4; 5; 7; 8). While

this line of research allowed for knowledge advancement with regards to the extreme

environment the vehicle encounters during hypersonic flight, not much laboratory

work was done to extensively look at the communications blackout that occurs in

this environment.

Previous research efforts into the communications blackout phenomenon include

simulating a re-entry plasma with large plasma tunnels (9; 10) and hypersonic shock

tunnel experiments done by Chadwick, et.al. to measure the electron number density

at hypersonic velocities (11). Plasma tunnels and hypersonic shock tunnels are great

tools for simulating the conditions that occur during atmospheric re-entry, but they

are costly to build and maintain, and require a large amount of space. In addition,

plasma tunnels require massive amounts of input power (up to and over 100-kW-RF

power) (10).

Several flight experiments have been launched in order to further understanding

of the re-entry environment. Project Fire consisted of a large blunt-nosed vehicle

that NASA used to determine the thermal loads experienced during atmospheric

re-entry (12; 13). NASA also performed an extensive study looking at the effects of

the atmospheric re-entry plasma sheath on vehicle communications. This series of

flights was called Project RAM (radio attenuation measurements) (14; 15). Flight

experiments allow testing to be done during an actual atmospheric re-entry, thus

negating the necessity for simulating the plasma sheath in a laboratory. However,

they are expensive and short in duration. In addition, if there is a failure during

the flight, re-performing the experiment is usually not an option. If that option does
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exist, the turnaround time is generally longer than is acceptable.

More recently, an extensive effort has been made to create complex computer

simulations of the gas flow field that occurs during atmospheric re-entry and hyper-

sonic flight in general. Schwartzentruber, et al. developed a hybrid Direct Simulation

Monte Carlo (DSMC)-Computational Fluid Dynamics (CFD) code at the University

of Michigan to simulate rarified gas flows, including simulations of non-equilibrium

hypersonic blunt body flow fields (16; 17). In addition, Keidar, et al. simulated the

hypersonic plasma sheath so that the effects of crossed electric and magnetic fields

on the sheath can be studied (18).

2.3 Previous Blackout Amelioration Research

In addition to the experiments and flight tests done to characterize the plasma

sheath surrounding a hypersonic vehicle, a number of techniques have been re-

searched for ameliorating the communications blackout condition. Some methods

have shown promise, while many have serious disadvantages that make their use un-

feasible. Increasing the power to the antennas seems logical; however the increased

power creates an electrical breakdown of the atmosphere, further ionizing the air and

contributing to the original problem (19). Increasing the frequency of the commu-

nications to one that is greater than the plasma frequency would solve the blackout

problem, but installing new equipment at all NASA and military tracking facilities

would be prohibitively expensive (20), and frequencies greater than about 10 GHz are

attenuated by atmospheric interference. In addition, the USAF extensively uses the

GPS communication system (with a frequency of 1176 MHz) with most of its equip-

ment. For low frequency communications (substantially below the plasma frequency)

14



the signal attenuation is decreased because the long wavelength allows propagation

further into a plasma layer without attenaution, but low-frequency transmitters are

too large to be mounted on a hypersonic vehicle.

Aerodynamic shaping is an option that has shown promise. The U.S. military

uses the concept to reduce the thickness of the plasma sheath surrounding ballistic

missile re-entry vehicles (21). This method lowers the amount of signal attenuation

but must be combined with another method in order to completely alleviate the

blackout. Also, in order to reduce the sheath thickness, the re-entry vehicle must be

as sharply pointed as possible, which reduces the payload capacity and increases the

aerodynamic heating of the vehicle (20).

Magnetic fields can create a region of lower density plasma surrounding an an-

tenna if properly placed. For this method to work, the magnetic field lines must be

oriented such that the electrons are tightly bound to them via gyration and cannot

respond to the electric field component of the electromagnetic driving wave (22). The

main issue with this approach is the size and weight of the equipment required to

create a magnetic field of sufficient strength. Another blackout amelioration strategy

is injecting electrophilic liquid into the plasma in a region upstream of an antenna.

Electrophilic materials have the ability to consume free electrons, thus lowering the

electron density (23). While this method has been proven to decrease the electron

density around an antenna, that reduction is not sufficient to completely alleviate

blackout (14; 15).
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2.4 Atmospheric Re-entry Parameters

During the RAM-C experiments in the 1960’s, a number of hemispherical cone-

shaped capsules were launched on ballistic trajectories (14; 15). These capsules re-

entered the atmosphere at a velocity of 7.5 km/s. The capsules had an aerodynamic

fin to which electrostatic rake probes and microwave antennas were attached (Figure

2.1). The probes and antennas were used to determine the ion number density,

Figure 2.1: RAM-C re-entry capsule layout. Sketch of the capsule with the bow
shock and electrostatic probe rake indicated (15).

electron number density and electron temperature of the plasma sheath at various

standoff distances from the vehicle surface (up to 7.0 cm). At an altitude of 55 km,

the probes were retracted due to the severe heating of the environment at lower

altitudes, so re-entry data are only available above 55 km. The probe data measured

the region of maximum plasma density to be at the furthest location from the vehicle

surface. Thus, the data from 7.0 cm were used as the starting point for the density

that would be simulated in the laboratory for this dissertation.

Figure 2.2 shows the electron number density measured during the RAM-C ex-

periments as a function of altitude (14; 15; 24). As expected, the plasma density
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increased as the re-entry vehicle descended further into the atmosphere where there

is a greater neutral pressure. Also indicated on Figure 2.2 are the densities of the

Figure 2.2: Electron number density the in RAM-C plasma sheath. Also indicated
are the plasma densities at which the NASA S-band (dashed) and GPS (solid) fre-
quencies are cutoff.

plasma sheath at which communications with two commonly used frequencies are

attenuated. The dashed line indicates the frequency used by NASA for voice com-

munications with the Space Shuttle, and the solid line indicates the GPS frequency.

In addition to the plasma density, electron temperature was measured throughout

the re-entry process. Figure 2.3 shows that the electron temperature decreased as

the capsule descended through the atmosphere (5; 15; 24).

The properties of the plasma sheath are characterized by both the electron con-

centration and the collision frequency of the electrons with neutral atoms (25).

Therefore, the goal of this research is to simulate only the number density in a

laboratory while maintaining an electron temperature of similar magnitude to that

found during atmospheric re-entry. This last caveat is because the mechanism behind
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Figure 2.3: Electron temperature in the RAM-C plasma sheath.

the communications blackout, namely the plasma cutoff frequency, is only a function

of number density, as was seen in Equation 2.12. The desire for generating a plasma

with an electron temperature on the same order of magnitude as that found during

atmospheric re-entry stems from the E×B method used for density attenuation dis-

cussed in Chapter 4. Basically, the magnetic field lines trap electrons. The warmer

the electrons, the larger the electron gyroradius, re, resulting in less possibility of

electrons being caught in the magnetic field.

re =

√
kTemec2

eB
(2.19)

In Equation 2.19, Te is the electron temperature and me is the mass of an electron.

The relation shows that the electron gyroradius has only a square root dependence

on the electron temperature, so as long as the electron temperature is of the same

order of magnitude as that found in the re-entry sheath, the electron gyroradius will

also be of the same order magnitude.

During atmospheric re-entry, the vehicle is traveling at hypersonic speeds, but

simulating those hypersonic velocities is not necessary. This is because the plasma

sheath forms behind a bow shock, decreasing the flow to subsonic speeds with respect
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to the vehicle surface. In addition, the sheath occurs within the boundary layer (5),

further reducing the flow velocity (Figure 2.4).

Figure 2.4: Re-entry capsule bow shock and boundary layer locations during hyper-
sonic flight (5).

Another aspect of re-entry is that the vehicle is traveling through air. However,

since the main goal of this research is to ameliorate the re-entry blackout, air does

not need to be used to simulate the re-entry plasma sheath. This conclusion also

comes from Equation 2.12 for the plasma frequency, which is not a function of the

gas type or mass, only the number density. Therefore, argon gas was used in this

dissertation to operate the plasma source. Using argon gas ignored the effects of

a reacting species within the plasma layer. In addition, the neutral density of the

gas in the boundary layer is ignored for now, as this is a first attempt at simulating

the re-entry conditions. The first step is to create the correct plasma densities and

temperatures.
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2.5 Summary

This chapter discussed the dynamics that occur when a communications signal

interacts with a plasma. Both a physical description as well as an analytical descrip-

tion were presented. A derivation of the plasma frequency was shown prior to the

development of the equations for the interaction of an electromagnetic wave with

plasma.

A discussion of previous experimental and computer simulation work on hyper-

sonic flows was included, and plasma parameters measured during an atmospheric

re-entry flight were presented. Finally, the reasons behind the decision to concentrate

on simulating the plasma number density were discussed.

The goal of this chapter was to give the reader an understanding of the physics

involved in the interaction of an electromagnetic wave with plasma. In addition,

the reader should have gained an understanding of previous research done in the

area of atmospheric re-entry and the scope of the plasma simulation done for this

dissertation.
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CHAPTER 3

Simulating an Atmospheric Re-Entry Plasma

The first step in creating a system for ameliorating atmospheric re-entry blackout

was to create plasma with conditions similar to those found during hypersonic travel

within the atmosphere in a laboratory setting. This chapter discusses a comparison

of different plasma sources, how the determination was made to use a helicon source,

the theory behind helicon source operation and the setup of the PEPL helicon source.

3.1 Plasma Source Selection

A variety of plasma sources were looked at and researched for this work. Initially,

plasma sources already present in the lab were compared for their plasma density and

electron temperature (the two parameters mentioned earlier in Section 2.4). Table

3.1 shows the relevant parameters for various plasma sources at PEPL.

The sources in Table 3.1 have the benefit that they were already present at

PEPL and required no development; however, there were also issues with all of the

sources that prevented their use. The Hall thrusters would not have been appropriate

because either the electron temperature was too high or the density was too low.

Near the discharge channel of the thruster, the number density reached 1018 m−3,
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Plasma Source Number Density (m−3)
Electron Downstream

Temperature (eV) Distance (cm)

NASA 173M Hall
5×1017 - 1×1018 10 - 20 10

Thruster

UM-USAF P5 Hall
5×1015 - 1×1017 2 - 5 33

Thruster

NSTAR-Class Ion
1×1015 - 1×1016 1 - 1.6 20

Thruster beam

NEXT-Class Ion
1×1015 - 1×1016 0.5 - 1.3 45

Thruster beam

Hollow Cathode
8×1015 - 6×1016 0.2 - 2.5 10

Assembly

Target values 1017 - 1018 0.1 - 10 20

Table 3.1: Plasma parameters PEPL sources. Data come from the following refer-
ences: NASA 173M = (26), UM-USAF P5 = (27; 28), NSTAR = (29; 30), NEXT =
(31), Cathode = (32).

but the electron temperature was also very high (26). Further downstream of a Hall

thruster, where the plume is less energetic, tests performed on the University of

Michigan\Air Force Research Laboratory (UM-AFRL) P5 Hall thruster show that

the electron temperatures were low enough to be of the same order of magnitude

as those found during re-entry, but the number density of the plasma was only

representative of those found at altitudes above 80 km (27; 28). The two ion engines

and the hollow cathode produced low enough electron temperatures as well, but

similarly the number densities they produced represent plasma that is only found in

the very upper atmosphere during re-entry (29–32). A cathode assembly could have

possibly been modified to work for this work, but since one was not readily available

in the laboratory, a hollow cathode was not used.

Since none of the plasma sources previously used at PEPL would give the desired

plasma properties for simulating atmospheric re-entry, other types of plasma sources
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Plasma Source Number Density (m−3)
Electron Downstream

Temperature (eV) Distance

Capacitively
1015 - 1017 3 - 5 Inside

Coupled

Inductively
1017 - 1018 2 - 10 inside

Coupled

ECR 1016 - 1018 5 - 10
30 cm

downstream

Helicon Source
1018 - 1020 2 - 6 Inside

1016 - 1018 2 - 10
20 cm

downstream

Theta Pinch 1020 - 1021 30 - 50 Inside

Target values 1017 - 1018 0.1 - 10 20

Table 3.2: Plasma parameters of various plasma generators. Data come from the
following references: capacitively coupled and inductively coupled plasma = (33),
ECR = (34; 35), helicon source = (36–38), theta pinch = (39; 40).

were researched. Table 3.2 contains a comparison of the number density and electron

temperature found in a variety of different types of plasma sources.

Capacitively coupled plasmas, those sources where the RF or microwave power

is coupled to the plasma via direct connection with an electrode, have sufficiently

low electron temperature, but the number density is too low for the purposes of

this research (33). In addition, the plasma remains in the vicinity of the electrodes.

Inductively coupled plasma sources couple the power to the plasma through a dielec-

tric of some sort. One advantage of inductively coupled plasma sources is that they

are very simple to build, requiring no external magnetic field. Inductively coupled

plasmas have sufficient density and low enough electron temperature; however, the

plasma cannot be sustained away from the antenna (33). Electron cyclotron reso-

nance (ECR) discharges are capable of sustaining plasma in the region downstream

of the source, but a downstream magnetic field is required to sustain the discharge.
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The presence of this required downstream magnetic field could cause interactions be-

tween the magnetic field required to sustain the plasma and that being used for the

plasma mitigation system (34; 35). Helicon plasma sources provide sufficient density

in the downstream region, but they can be complicated to operate as both an RF

electric field and a DC magnetic field must be maintained. The electron temperature

in a helicon source is a bit higher than those found during re-entry, but it is of the

same order of magnitude (36–38). Theta pinches provide very high plasma densities,

but the electron temperature is also very high. Furthermore, these devices require

complicated switching mechanisms for pulsed power operation (39; 40). There are a

variety of other types of plasma sources such as plasma tunnels and arcjets, but due

to ease of use concerns, availability of materials and cost, they were not considered

for these experiments.

Based on the above comparisons, a helicon source was chosen to simulate the

plasma number densities that occur during atmospheric re-entry. The advantages of

helicon sources are summarized below.

• High density: as shown in Table 3.2

• High efficiency: helicon discharges produce more plasma at a given input than

other RF or DC discharges (41)

• Finite, low magnetic field: helicon sources require less magnetic field than

plasma sources with comparable number densities. For example an ECR source

needs about 875 G compared with a helicon source needing around 200 - 400

G (37).

• No internal parts: the antenna and magnets all lie outside of the vacuum cham-

ber. This eases operation as well as eliminating the possibility of contamination
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by the electrodes

• Remote operation: the plasma can detach from the magnetic field lines (41).

This is desirable since a large magnetic field will be used for the plasma amelio-

ration system, and interactions between the magnetic field required to achieve

helicon mode and the one required for the ReComm system are unwanted.

Although this last point is subject to debate, the important factor is that that

the strength of the magnetic field from the helicon source magnets is negligible in

the region where the plasma mitigation system is to be located.

3.2 Helicon Source Theory

Helicon sources consist of a DC axial magnetic field and an RF electric field.

The electric field is created by an antenna surrounding a dielectric tube. The heli-

con waves are basically bounded whistler waves. Whistler waves were first observed

during World War I when soldiers spying on the enemy heard tones lasting several

seconds descending in frequency from several kHz down to only a few Hz (36). When

the waves are bounded inside a dielectric cylinder, they become partly electrostatic,

as opposed to the completely electromagnetic nature of whistler waves (42). Early

helicon experiments were done in solid state physics, but experiments on helicon

waves were first carried out in a gaseous plasma in the 1960s by Lehane and Thone-

mann (43). It wasn’t until Boswell (44; 45) discovered that helicons were unusually

efficient in producing plasma that interest in the subject expanded. Boswell’s initial

helicon plasmas were created with a background pressure of 1.5 mtorr of argon and a

“double-saddle” style antenna (44). Since then, extensive research has been done on

helicon sources and the mechanism that makes them so efficient at producing plasma
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(the absorption of RF energy is more than 1000 times faster than what is theoreti-

cally predicted due to collisions alone). Wave interactions from Landau damping (42)

to Trivelpiece-Gould mode coupling (46) have been credited for the high efficiency

of helicon sources. For this work, only the fact that helicon sources produce a very

dense, very uniform plasma is important. Thus, only a short overview of the theory

behind helicon source operation will be given before going into a detailed description

of the PEPL helicon source.

Helicon waves are right-handed, circularly polarized waves bounded by an insu-

lating cylinder (47). The dispersion relation for a whistler wave is

c2k2

ω2
= 1−

ω2
p

ω (ω − ωc cos θ)
(3.1)

where θ is the angle of k relative to B (48) and ωc is the electron gyrofrequency.

When the driving frequency, ω is sufficiently small (such as 13.56 MHz), then the

first term of the denominator on the right hand side of the equation and the 1 can

be neglected. This results in the following

c2k2

ω2
=

ω2
p

ωωc cos θ
(3.2)

In the above approximation, the guiding-center motion of the electrons is carrying

the oscillating current in the wave (48).

When the plasma becomes confined, the square of the total wave number becomes

the sum of its parallel and perpendicular parts (49).

k2 = k2
⊥ + k2

‖ (3.3)

In Equation 3.3, k⊥ is set by the boundary conditions of the system, and k‖/k = cos θ

(48). For a cylinder aligned along B with radius rh, the lowest radial mode results
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in the dispersion relation for a helicon wave (50).

k‖

√
k2
‖ + k2

⊥ =
µoneeω

Bo

≈
3.83k‖
rh

(3.4)

where µo is the permeability of vacuum, and 3.83 results from the first zero of the

Bessel function J1(k⊥r) (42). Presumably, the optimum value of ω/k‖ is set by

the Landau damping mechanism, so the dispersion relation shows that the helicon

resonance requires that nrh/B also be a constant (where n is the plasma number

density). Therefore, each given radius of a helicon source will have a number density

that varies linearly with B. In addition, for a given density, the required axial

magnetic field should vary linearly with the tube radius. The dispersion relation also

shows that the RF frequency is trivial, so long as k‖ is adjusted to give the correct

value of ω/k‖ (37; 48). Thus, a smaller operating frequency requires a larger antenna

radius, rh.

3.3 PEPL Helicon Source Design

A variety of options go into designing a helicon source. The DC magnetic field

strength, antenna shape, radius and length and operating frequency all must be

decided upon. Despite the many options, all helicon sources have the same basic

setup. An RF power supply provides an oscillating voltage to an antenna via a

matching network. The matching network is present to ensure that the downstream

impedence is the same as what is expected by the RF power supply (usually 50 Ω or

75 Ω). Changes in the pressure, magnetic field, RF power and RF frequency alter the

plasma and thus affect the load impedance of the antenna (49). Therefore, a tunable

matching network is required to compensate for any change in the impedance and

to minimize reflection of RF power back to the power supply. In addition to the RF
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components of the helicon source, an axial DC magnetic field is required. Usually,

this is done by using a DC power supply with a series of electromagnets, but recent

activity has shown that using permanent magnets can be successful as well (51).

For the PEPL helicon source, the tube radius, and thus the antenna radius, was

decided upon based on the 14-cm-diameter size of an available port on the Cathode

Test Facility (CTF) vacuum chamber described in Chapter 5. The large diameter

of the helicon source was desirable for maintaining a constant density in the region

downstream of the source as well as for other possible experiments to be done with

the source (52). The length of the cylinder was chosen due to limitations of the

area in which the helicon source was to be built. Because of the aforementioned

reasons, a 15-cm-diameter by 40-cm-long quartz tube was purchased. A nozzle on

one end provided a means for argon injection and a flange on the other end allowed

for attachment to the CTF via a rubber O-ring. The tube can be seen in Figure 3.1.

The original antenna design (single loop, m = 0 mode) was also chosen based

on possible future experiments to be done with the source (52). Previous work

had shown that the use of an m = 0 mode antenna is capable of entering into

helicon mode (53; 54). Figure 3.1 shows the original antenna design. Initially RG-8

Figure 3.1: Photograph of the helicon source first attempt. The antenna was a m =
0 mode, and the magnets were wound by hand at PEPL.
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coaxial cables with HN-connectors were used to connect the antenna to the matching

network and the matching network to the RF power supply. The power supply was a

PlasmaTherm 13.56-MHz, 2.5-kW RF supply. The supply was chosen because it was

already present in the laboratory, and the most common frequency used for helicon

sources is 13.56 MHz. The original matching network had two variable capacitors

and an inductor.

The magnetic field was produced by two custom made solenoids that were capable

of reaching a peak axial magnetic field of about 250 G. Two magnets were used to

take advantage of a Helmholtz coil configuration. They were wrapped with copper

mesh to shield the wire from RF interference. The silver-colored strap crossing above

the antenna and between the two magnets in Figure 3.1 is a tin-coated copper strap

used for grounding purposes.

This original design had many flaws resulting from the design requirements and

the equipment used. Although the m = 0 mode antenna is capable of achieving

helicon mode, it is more difficult to reach resonance with such an antenna (51). For

a first attempt at a helicon source, an antenna with a more easily excitable resonance

mode, such as m = 1 or m = -1 modes, would have been a better choice. Furthermore,

the original matching network was not tuned for the type of load that a helicon

source creates. This resulted in minimum reflected power levels of over 70% of the

input power. After speaking with experts in matching networks (conversations with

Manitou Systems Inc.) and looking at design specifications for matching networks

(Costa and Charles of the Australia National University (ANU) design paper), it

was realized that the original matching network was designed for a different type of

load than that seen with a helicon source. Another flaw in the initial setup came

from the magnetic circuit. The original magnet design had a diameter that was too
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small to fit an antenna between the magnet and the quartz tube. Also, the original

power supply used to produce the DC magnetic field was very susceptible to RF

interference and would thus either shut itself down or burn out.

A second design iteration was based on a helicon source setup that is in use at

ANU called WOMBAT (49; 55; 56). The updated design had the following modifi-

cations:

1. New pi-style, water-cooled, 5-kW matching network purchased from Manitou

Systems Inc.: See Figure 3.2 for a photograph of the matching network and

Figure 3.6 for a sketch of the matching network circuit. The new matching

network had silver plated copper straps to make internal connections, and a

slot where a copper strap attached to the antenna can attach directly to the

variable inductor. The transmission lines from the RF power supply to the

matching network remained RG-8 coaxial cables with HN connectors.

2. New antenna design: See Figure 3.3 for a photograph of the double saddle/Boswell-

style antenna designed for the updated helicon source. The length of the an-

tenna was chosen because of a combination of previous experiments (49; 57)

and the length of the quartz tube. The Boswell-type antenna was chosen to be

30.5 cm long.

3. New magnets: Different magnets were used with a larger inner diameter. This

allowed the antenna to be placed between the magnets and the quartz tube. In

addition, the new magnets were already encased in a metal shroud to provide

shielding against RF radiation. Three magnets were placed equidistance from

each other to provide a constant magnetic field along the centerline of the

helicon source. Figure 3.4 shows the axial magnetic field strength of the helicon
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magnets, and Figure 3.7 shows how the magnets were spaced.

4. New DC power supply for the magnets: A Lambda EMI-EMS 40 V, 60 A

DC power supply was used for supplying current to the electromagnets. The

new power supply proved immune to RF interference because of the solid state

materials used to produce the current.

Figure 3.2: Photograph of the pi-style matching network. It was purchased from
Manitou Systems Inc. and used with the PEPL helicon source.

Figure 3.3: Photograph of the Boswell-type antenna. The antenna is wrapped around
the quartz tube used in the helicon source.

The updated setup provided a better system, but there were still some issues that

prevented reliable operation and testing. One of the improvements was decreased

reflected power levels. With the new setup, the maximum reflected power level was
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Figure 3.4: Axial (y-direction) magnetic field strength along the helicon centerline.
The discontinuity in the plot is due to the fact that the Hall probe required reposi-
tioning between measurements.

only 5%. This increase in the power coupled to the plasma resulted in achieving the

desired helicon mode of operation (see Section 6.1).

Despite achieving helicon mode, there were still issues with the operation of the

updated helicon source. The decrease in reflected power meant that more RF energy

was traveling through the system and being coupled to the plasma. However, the

system was not properly grounded, resulting in arcing both inside of and outside of

the vacuum chamber. In addition, there was no Faraday cage surrounding the RF

system (RF power supply, matching network and helicon antenna), resulting in RF

interference on diagnostic sensors and computers throughout PEPL.

Furthermore, the Boswell-type antenna was a very complex shape with places

where the copper would overlap itself. Thus, spacers were required to keep the

antenna from touching itself where the overlap occurred, as can be seen in Figure

3.3. The ceramic spacers were held in place by screws, creating many sharp edges

and corners on the antenna. Arcs developed between the antenna and the magnets,

creating holes in the mica insulation that was supposed to shield the antenna from

the metal casing of the magnets. Thus, the antenna would touch the magnets and
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the RF power would be coupled to them instead of to the plasma.

The following improvements were required for the final iteration of the PEPL

helicon source.

1. Simpler choice of antenna

2. Proper grounding to prevent arcing and RF interference on the ground lines

3. Faraday cage surrounding the RF components to prevent RF radiation

3.4 PEPL Helicon Source Final Setup

The final design for the helicon source was not necessarily the most efficient

system but was a combination of safety, convenience, ease of use and efficiency. The

final system consisted of a half wavelength double helix antenna, machined from a

single copper plate and held together with rivets and silver solder. The antenna is

shown in Figure 3.5. The double-helix, half-wavelength antenna was chosen because

it is an easier shape to construct and maintain than that of the Boswell-type antenna,

Figure 3.5: Photograph of the double-helix, half-wavelength antenna.
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and it still couples the RF energy to the plasma as efficiently (49). The length of the

antenna was kept the same as that of the previously used Boswell-type antenna.

The antenna was connected with copper strips to the Manitou Systems Inc.

matching network, and RG-8 coaxial cables with HN-connectors were still used to

connect the RF power supply to the matching network. This electrical setup is shown

in Figure 3.6. The DC magnetic field was maintained with the same three magnets

Figure 3.6: Electrical layout of the PEPL helicon source. The pi-style matching
network is also shown.

and power supply used in version two of the PEPL helicon source. Figure 3.7 shows

the final setup of the source.

In order to maintain proper grounding, the entire setup was isolated from the

facility ground except for the RF power supply ground line. The reason for this

was so that all RF power would complete the circuit and return to where it began

in the RF power supply. Then, in order to ensure that the ground line at the

PEPL facility was not corrupted, that line was tied to the water pipes and building

structure. A variety of other equipment were attached to the CTF, including power

supplies and measurement equipment required for the diagnostic probes, vacuum

pumps and pressure transducers. In order to keep RF power from traveling along
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(a)

(b)

(c)

Figure 3.7: Photographs and schematic of the final version of the PEPL helicon
source. (a) From the side, the magnets, mica insulation between the magnets and
antenna, gas feed hose and quartz tube nozzle can be seen. (b) From the front, the
matching network, power supply, magnets, quartz tube, gas feed line and Faraday
cage can be seen. (c) Schematic drawing of the PEPL helicon source, showing the
antenna (red), magnets (orange) and quartz tube (gray).
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the transmission and power lines of this equipment, low pass filters and RF power

blocks were utilized on all lines.

The final update to the plasma source was the addition of a Faraday cage sur-

rounding the RF components of the system. The cage was made up of copper mesh

that is specially designed to block radiation at 13.56 MHz. The cage prevented any

extraneous radiation from affecting equipment in the laboratory by enclosing the

RF power supply, matching network, helical antenna, magnets, and the DC power

supply. The cage remained closed while the RF power supply was operating, so there

were feedthroughs to control the settings on the matching network and RF power

supply. The DC power supply was set to a constant value, so it could be turned on

and then left alone for the duration of testing.

3.5 Summary

This chapter explained how the plasma source used for simulating an atmospheric

re-entry plasma was chosen. It was decided that a helicon source would be used

because of the following, which are demonstrated in Chapter 6:

• Spatially uniform plasma number density in the downstream region

• High plasma number density in the downstream region

• Low electron temperature in the downstream region

• Ease of building and availability of the components

A short section about the theory behind helicon source operation was included.

Then, the design, setup and troubleshooting of the PEPL helicon source were pre-

sented.
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The goal of this chapter is for the reader to understand the reasoning behind

using a helicon source to simulate the plasma number density during atmospheric

re-entry. In addition, a small section about how helicon sources work was included.

Finally, the design and re-design process for developing the final version of the PEPL

helicon source should be well understood, including issues with RF radiation and

grounding, antenna and magnet design, matching issues, and the final layout of the

PEPL helicon source.
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CHAPTER 4

Plasma Mitigation System

Communications blackout amelioration research and experiments on laboratory

plasmas have indicated that the use of a magnetic field can lower the plasma density

because the electrons become trapped by the magnetic field lines (58; 59) . However,

the effects of such a magnetic field on the plasma density in a re-entry plasma sheath

have not yet been studied in depth. In addition, an applied electric field perpen-

dicular to the magnetic field could lead to some interesting behavior. The E × B

drift of the plasma may further decrease the plasma density below that which occurs

from only an applied magnetic field. Ion acceleration by the electrodes could itself

significantly lower the number density. This chapter discusses an idea for the plasma

manipulation system used in this dissertation and an introduction to the computer

simulation work that inspired the ReComm system. In addition, the development

and various components of the mitigation system are discussed.

4.1 ReComm System Theory of Operation

Crossed electric and magnetic fields were used for the communications blackout

amelioration system. This idea has previously shown promise in modeling work with
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plasma density reductions up to a factor of 2 being seen (60). The method provides

two means for lowering the plasma density:

1. The formation of an electrostatic sheath that is stabilized by a magnetic field

(60), and

2. The E ×B drift.

4.1.1 Electrostatic Sheath

The initial idea behind using crossed electric and magnetic fields to lower the

plasma density was quite simple. A negative electric field would create an electro-

static sheath that will repel electrons. Since electron mobility and oscillation is the

primary cause of radio wave attenuation in plasma, this devoid of electrons will allow

the electromagnetic waves to pass. However, this process will also cause the sheath

to become thinner, facilitating electrical breakdown and allowing arcs between the

electrodes. Thus, a magnetic field is added to expand the sheath thickness. Recent

studies have shown that strong magnetic fields can stabilize a high voltage sheath

by preventing the thinning of that sheath in a flowing plasma (18). In addition,

the electrons will become caught by the magnetic field lines and their motion will

be restricted. Since ions are much more massive than electrons, they will not be

affected as significantly by the magnetic field. The reduced plasma density in the

region where the ions are accelerated and the electrons are directed away from by

the magnetic field should create a “window” in the re-entry plasma sheath through

which radio signals can pass as shown in Figure 4.1.
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Figure 4.1: Plasma Mitigation Concept. Sketch of the crossed electric and magnetic
fields used for the communications blackout amelioration system.

4.1.2 E × B Drift

A general motion of the plasma should occur in the direction of the E ×B drift.

The equation of motion for crossed electric and magnetic fields is given by Equation

4.1 (6).

m
dv

dt
= e(E + v×B) (4.1)

where E, B and v are the electric field, magnetic field and velocity vectors, respec-

tively. Assume that an electric field exists along the y-axis (Eŷ) and a magnetic field

exists along the z-axis (Bẑ). The magnetic field itself will cause a moving charged

particle to orbit about the z-axis, and the addition of the electric field will cause the

guiding center of the circular motion to move along the x-axis according to the right-

hand-rule. Chen describes the motion of the guiding center analytically as follows

(6). The components of Equation 4.1 are:

dvz

dt
=
eEz

m
(4.2)
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dvx

dt
= 0∓ ωcvy (4.3)

dvy

dt
=

e

m
Ey ± ωcvx (4.4)

Differentiating Equations 4.3 and 4.4 for constant E gives:

v̈x = ∓ωc

( e
m
Ey ± ωcvy

)
= −ω2

c

(
Ey

B
+ vy

)
(4.5)

v̈y = −ω2
cvy (4.6)

where v̈x and v̈y are accelerations. The solutions to the homogenous parts of Equa-

tions 4.5 and 4.6 are in the form of:

vx,y = v⊥ exp (±iωct+ iδx,y) (4.7)

This results in the following system:

vx = ±iv⊥ exp (iωct)−
Ey

B
(4.8)

vy = v⊥ exp (iωct) (4.9)

where there is a Larmor motion of the particles about the magnetic field lines but with

a superimposed drift velocity, vgc, in the negative x-direction. A general equation

for the motion of the guiding center is described by Chen in Equation 4.10 (6).

v⊥,gc = E×B/B2 (4.10)

This is shown graphically in Figure 4.2.

Thus, if an antenna were placed within the crossed electric and magnetic fields,

the E × B drift would cause the plasma to move in a direction orthogonal to the

fields. Once again, the density would be lowered due to the conservation of charge.

It must be noted that for this effect to be meaningful, the velocity of the guiding

center must be greater than the thermal velocity of the plasma.
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Figure 4.2: Particle motion in an E × B field. The velocity of the guiding center is
known as the E ×B drift

4.2 Concurrent Computer Simulation Work

In order to study the expected E × B effect on the plasma, complex computer

simulation work was performed by Kim (61) concurrently with the experimental work

presented in this dissertation. A two-dimensional steady-state fluid model, shown in

Equations 4.11 through 4.13 was used to describe the motion of the plasma in the

E ×B field.

∇ · (Vin) = 0 (4.11)

min(Vi · ∇Vi) = en(E + Vi ×B)−minνcVi (4.12)

0 = −en(E + Ve ×B)− kBTe∇n−menνe(Ve −Vi) (4.13)

where Vi is the ion velocity, Ve is the electron velocity, νc is the combined ion-neutral

and ion-electron collision frequency, νe is the combined electron-ion and electron-

neutral collision frequency and Te is the electron temperature in eV. Additionally,

the current density, j, is a vector in the two-dimensional case. Thus, conservation of

current density requires consideration.

∇ · j = 0 (4.14)
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Assuming that the E × B drift is in the x-direction and that the applied magnetic

field is in the z-direction (B = Bz), the E × B drift will not generate any current

(i.e. jx is negligible). The reason for this is that the electron and ion gyroradii are

sufficiently small compared with the dimensions of the ReComm system. Therefore,

the current density in component form is described by Equations 4.15 and 4.16.

jy = σ

(
Ey +

kBTe

e

∂ ln(n)

∂z
− VxBz

)
(4.15)

jz = σ

(
Ez +

kBTe

e

∂ ln(n)

∂z

)
(4.16)

where σ is the electron conductivity and kB is Boltzmann’s constant. The drift

velocity in the E ×B direction is (6; 61)

Vx = −Vy
ωe

νe

= −Vyβe (4.17)

where βe is the Hall parameter. The Hall parameter is the ratio of the electron

gyrofrequency to the electron-heavy particle collision frequency, ν, and can be found

using Equation 4.18 (62).

βe =
eB

meν
(4.18)

Since the Coulomb logarithm is only weakly dependent on the number density

of the plasma, the electron collision frequency can be expressed as a function of the

number density.

νe = f(n) (4.19)

By combining Equations 4.14 through 4.19, an expression for the potential distribu-

tion, φ, can be obtained (61).

1

1 + β2
e

∂2φ

∂x2
+
∂2φ

∂z2
+

(
2β2

e

(1 + β2
e )2

∂ lnn

∂x

)
∂φ

∂x
− Te

1

n

∂2n

∂z2

+ Te

(
∂ lnn

∂z

)2

− 2β2
e

(1 + β2
e )2

Te

(
∂ lnn

∂x

)2

− Te

1 + β2
e

1

n

∂2n

∂z2
+

Te

1 + β2
e

(
∂ lnn

∂x

)2

= 0

(4.20)
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The potential distribution function was solved numerically with an iterative

scheme. The calculated electric field was then used to solve the ion transport equa-

tions shown in 4.11 and 4.12 above. Using the finite volume method to solve the

transport equations, the plasma number density and velocity distribution were found,

as they are coefficients in the potential distribution function. Comparisons between

the experimental and computer simulation results are presented in Chapter 7.

4.3 ReComm System Setup

As previously mentioned, the ReComm system consisted of crossed electric and

magnetic fields. Overall, the system was composed of a large electromagnet, that

generated the very strong vertical (z-direction) magnetic field, and two electrodes

that generated the electric field. A schematic drawing of the ReComm system is

shown in Figure 4.3.

The magnetic field was created using a custom designed water-cooled electro-

Figure 4.3: Schematic drawing of the ReComm systme. the electromagnet, electrodes
and indicated axis directions used throughout this dissertation are shown.
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magnet. The magnet consisted of 1/8-inch-diameter copper tubing wrapped around

an iron core and set atop an iron base. Copper tubing was used for the windings

because the magnet required water cooling while in a vacuum. Otherwise, the coils

would heat up, increasing their resistivity. The power supply available for use was

already operating at peak voltage, so the resistance of the lines needed to be mini-

mized. The iron core and base helped to boost the strength of the magnetic field as

well as created a very uniform field in the region directly above the iron core. The

peak magnetic field in the vertical (z) direction reached up to 2000 G, and Table

4.1 shows maximum measured Bz as a function of input current from the ReComm

magnet power supply.

Input Current (A) Peak Bz (G)

0 0

150 925

225 1385

300 1850

325 2000

Table 4.1: Maximum ReComm system vertical magnetic field strength for various
input currents.

The further away from the region directly above the iron core, the more divergent

the magnetic field became. Figure 4.4 is a plot of the y-z magnetic field vectors with

the directions and relative strengths. This plot shows how the magnetic field diverged

away from the iron core in the y-z plane downstream of the helicon source centerline.

For this experimental setup, x = 0, z = 0 is at the radial centerline of the helicon

source and y = 0 is located where the helicon source flange attaches to the vacuum

chamber. The setup is discussed further in Chapter 5.
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Figure 4.4: ReComm system magnetic field vector plot. The y-z ReComm system
magnetic field vectors with the directions and relative strengths are shown. The
center of the iron core is at y = 390 mm and it extends back to y = 350 mm, as
indicated by the circle on the plot.

Due to the geometry of the experiment and the diagnostic probes, the closest

achievable distance to the surface of the ReComm system was 10 mm. Figure 4.5

shows the z-component of the magnetic field along the plane directly above the

ReComm system surface when the magnet was operating at maximum input power.

During ReComm system operation, the peak z-component of the magnetic field was

varied from 0 G to 2000 G, allowing measurement of the decreased plasma density

as a function of magnetic field strength.

Since the axial magnetic field of the helicon source plays an integral role in achiev-

ing helicon mode operation, it was important to ensure that the field produced by

the ReComm system magnet did not affect the field required for the helicon source.

The entire system of magnets was modeled using a software package called Mag-

Net. The package allows for 3-dimensional modeling of magnetic fields. Figure 4.6

shows the peak axial magnetic field along the helicon centerline as a function of the

y-position and the driving current of the ReComm system magnet. The figure shows
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Figure 4.5: ReComm system peak Bz. Data from the plot were measured along the
z-plane directly above the surface of the ReComm system. The location of the iron
core of the magnet is indicated by the white oval.

Figure 4.6: Modeled ReComm and helicon source magnetic fields. Peak axial (y)
magnetic field along the helicon centerline as a function of the y-position and the
current driving the ReComm system magnet.

that the ReComm system magnetic field changes the shape of the helicon source

magnetic field by less than one percent. The difference between the cases of 0 A

on the magnet and “No ReComm” is that the iron core and base plate had residual

magnetic fields. In order to further examine whether the ReComm system magnetic
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field changed the shape of the helicon source magnetic field, contour plots of By as a

function of x and z-positions were produced from the MagNet model for the case of

no ReComm system magnetic field and maximum ReComm system magnetic field.

These plots are shown in Figure 4.7. Again, the residual magnetic field is seen in the

(a)

(b)

Figure 4.7: Contour plots of the total magnetic field strength for no ReComm sys-
tem magnetic field and peak ReComm system magnetic field. Total magnetic field
strength is shown as a function of x and z-position along the y = 0 mm axis for two
ReComm system magnet operating conditions: (a) no ReComm system magnetic
field and (b) maximum ReComm system magnetic field.

iron core and base of the ReComm magnet. Once more, the ReComm system mag-

netic field had little effect on the helicon source magnetic field, even when operating

at peak magnetic field strength.

Mounted atop the electromagnet was a 6.3-mm-thick mica sheet. This sheet

served two purposes: (1) to create a dielectric barrier between the plasma and the

electromagnet; and (2) to simulate the dielectric surface of an atmospheric re-entry
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vehicle. Without the mica barrier, the plasma, which was at a 50-V-potential, would

have arced to any sharp points or edges on the electromagnet. Furthermore, atmo-

spheric re-entry vehicles must withstand incredibly harsh conditions including mas-

sive heat loads. Dielectric ceramics are among the few materials viable for re-entry

shielding (63).

The electrodes were made up of 0.32-cm-diameter stainless steel rods that ran

parallel to each other and the x-axis a distance of 4 cm apart. The electrodes were set

into the mica sheet so that only half of the diameter protruded above the sheet. The

reason for being set into the sheet was to help with survivability during re-entry.

In addition, the electrodes may need to be manufactured out of molybdenum or

titanium if stainless steel does not last. The electrodes were covered with dielectric

tape so that only 10-cm-lengths near the iron core of the magnet were exposed.

The anode, the electrode closest to the plasma source, was set to ground, and the

electrode further downstream, the cathode, was set to a negative potential (Vc) that

varied between 0 and -250 V. It was decided to set up the electrodes as a grounded

anode and a negative cathode to ensure that the ions would be accelerated by a

negative electric field. With the electric and magnetic fields as described, the E×B

drift was in the negative x-direction, as shown in Figure 4.3. Figure 4.8 is a photo

of the final ReComm system setup with the magnet, mica sheet and stainless steel

electrodes.

Due to the nature of the setup and the fact the the operating pressure of the

system was at the bottom of the Paschen curve (64), without the presence of a

sufficiently strong magnetic field, the electrodes arced to each other and to other

metal edges and corners inside the vacuum chamber. Thus, operation with only an

electric field was not possible. The maximum possible cathode voltage was a function
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Figure 4.8: Photograph of the ReComm system. The magnet, mica sheet and elec-
trodes are shown.

of the ReComm system magnetic field strength. Table 4.2 shows the maximum

voltage applied to the cathode for each magnetic field operating condition.

Peak Bz (G)
Maximum Operating Average Electric

Potential (V) Field (V/m)

0 0 0

925 -100 2500

1385 -100 2500

1850 -250 6250

2000 -250 6250

Table 4.2: Maximum possible potential difference between the electrodes.

4.4 Summary

This chapter presented the concept behind the blackout amelioration system de-

veloped for this dissertation. The E × B field was introduced, and a simple expla-

nation of the theory behind the E × B drift was included. Concurrent work was

performed to computationally simulate the ReComm system, and that work was

briefly described here.
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An extensive section about the setup of the ReComm system included details

about how the magnetic field and electric field were produced. In addition, the

magnetic field properties were given and it was determined that the ReComm system

magnetic field did not adversely affect the helicon source magnetic field. Finally, a

discussion about how the ReComm system could not operate without the presence

of its magnetic field was included.
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CHAPTER 5

Facilities, Diagnostics and Analysis Techniques

Chapter 5 includes a description and layout of the experimental facilities. In

addition the diagnostic tools and their analysis techniques used for measuring ion

number density, plasma frequency, signal attenuation and ion energy distribution

functions are discussed.

5.1 Cathode Test Facility (CTF)

All testing was performed in the Cathode Test Facility (CTF) at PEPL at the

University of Michigan. The CTF is a 0.6-m-diameter by 2.44-m-long aluminum-

walled vacuum chamber shown in Figure 5.1. Initially, rough vacuum is reached

and maintained with a 25-cfm Edwards XDS35i dry-scroll pump. Once 50 mtorr

is reached, the roughing pump is valved off and shut down, and the cryopump is

started. The CVI model CGR 411-LS cryopump is attached to the rear of the

chamber (bottom left of Figure 5.1). It can evacuate the CTF to a base pressure of

3×10−7 torr in about 4 hours. The chamber pressure is monitored by three pressure

gauges:

• an MKS series 345 Pirani gauge and MKS model 937 gauge controller
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Figure 5.1: Photograph of the Cathode Test Facility.

• an MKS series 909 combined Pirani and hot cathode gauge with a MKS model

900 pressure transducer controller

• a hot cathode gauge with a model Varian LR88590 gauge controller

During testing, the chamber pressure was maintained at 0.6±0.05 mtorr with an

argon gas feed. Pressure measurements from the gauges, P1, are corrected using the

known base pressure with air, Pb, and a correction factor for the gas present in the

chamber (Cf = 1.2 for argon) according to Equation 5.1.

Pc =
P1 − Pb

Cf

+ Pb (5.1)

The argon gas was fed into the CTF via a needle valve attached to a hose, which

itself was attached to the nozzle of the quartz tube. Since maintaining a fixed

background pressure, and thus the plasma number density, was the goal of this

research, controlling the mass flow rate was unnecessary. For a fixed setting of the

needle valve, the background pressure remained constant to within ±0.05 mtorr.

Inside the vacuum chamber were three high precision linear tables. These tables,

along with an external motion controller allowed for three dimensional motion of
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probes without requiring access to the inside of the vacuum chamber.

5.2 Experimental Layout

Figures 5.2a and 5.2b show the experimental layout. The quartz tube of the

helicon source was connected via a rubber O-ring to a 14.5-cm-diameter port located

on the side of the CTF. Argon gas was fed into the CTF through the helicon source

(a)

(b)

Figure 5.2: Experimental layout. The PEPL helicon source and ReComm system are
shown from (a) the radial (x) direction and (b) looking down upon the mica surface
from the vertical (z) direction. In both figures, the (0,0,0) measurement point is
indicated along with the location of the mica sheet, when it was present.
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from a nozzle on the end of the quartz tube. Figure 5.2a shows the antenna and the

magnets that makeup the helicon source.

For the following sets of experiments, only diagnostic probes and three linear

tables were present inside the vacuum chamber:

• Confirming helicon mode operating (Section 6.1)

• Characterizing plasma downstream of helicon source (Section 6.2)

• Measuring the ion energy (Section 6.3)

All other testing was done with the ReComm system present downstream of the

helicon source, as shown in Figure 5.2, with the location of the magnet, iron core,

electrodes and mica sheet indicated. The ReComm system was located such that its

upper surface sat directly below the helicon source port at a vertical (z) position of

-80 mm.

Each set of experiments occurred in different locations, both inside and down-

stream of the helicon source. For all experiments, the same set of coordinates were

used, and those are indicated in Figure 5.2. The x and z origins were located in the

radial center of the helicon source, and the y origin was located in the plane where

the quartz tube attached to the vacuum chamber. Further details about testing lo-

cations are in Table 5.1.

5.3 Diagnostic Tools

A variety of diagnostics were used for characterizing the plasma and evaluating

the ReComm system. These tools include two RF compensated single Langmuir
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Test Diagnostic
Radial (x) Axial (y) Vertical (z)
boundaries boundaries boundaries

(mm) (mm) (mm)

Helicon Langmuir
-60 - 60 -100 and -150 0

Confirmation Probe

Characterization
Langmuir

-50 - 50 180 - 340 -60 - 0- No ReComm
Probe

System

Characterization
Langmuir

-50 - 40 180 - 340 -60 - 0- ReComm
Probe

System Present

Helicon IEDF RPA 0 40 - 240 0

Density Langmuir
-40 - 0 350 - 390 -70 and -75

Reduction Probe

Plasma
Hairpin

0 350 - 400 -75
Frequency

Resonance
Probe

Antenna
S2-1 Probe 0 350 - 400

-75 (lower
Response antenna location)

Table 5.1: Diagnostic probe testing locations.

probes to measure ion number density, electron temperature and plasma potential.

In addition, a hairpin resonance probe was used to measure the plasma frequency, a

signal attenuation probe with two antennas spaced 1 cm apart was used to measure

signal attenuation levels and a retarding potential analyzer (RPA) was used to mea-

sure the ion energy distribution function (IEDF) of the plasma exiting the helicon

source. The signal attenuation is referred to as an S2-1 probe because it measures

the power of the signal received by second antenna that was emitted by the first

antenna. Table 5.2 shows the important dimensions of the four types of probes used

in these experiments.
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Probe
Tip/wire Length Width/diameter Grid Separation

diameter (mm) (mm) separation (mm) (mm)

Hiden Langmuir
0.15 1.78 — —

probe

PEPL Langmuir
0.13 0.787 — —

probe

Hairpin
2.0 37 13 —

resonance probe

S2-1 probe 2.5

PEPL RPA — — 50 1.7

MRPAv1 — — 21 0.71

MRPAv2 — — 19 0.5

Table 5.2: Important probe dimensions.

5.3.1 Single Cylindrical Langmuir Probe

The single Langmuir probe is the most basic plasma diagnostic tool. It was first

applied by its namesake, Irving Langmuir and his collaborators in 1926 (65; 66).

The probe consists, most basically, of a conducting tip, and current to the probe is

measured as a function of applied voltage. This results in a current vs. voltage char-

acteristic (I-V curve) from which the number density, electron temperature, floating

potential and plasma potential can be determined. A representative I-V curve is

shown in Figure 5.3. Langmuir probe characteristics are divided into three regions.

The point at which zero net current is collected by the probe is called the floating

potential, Vf , and it is about 25 V for the experiments done in this dissertation. At

voltages well below the floating potential, the probe is in the ion saturation region

(Region 1), and it repels electrons. As the probe voltage increases, the electrons

become capable of overcoming the potential difference, and the current to the probe

increases as well. This is referred to as the electron retarding region of the character-
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Figure 5.3: Langmuir probe I-V characteristic example.

istic and is shown as Region 2 on Figure 5.3. In Region 3, bias potentials are greater

than the plasma potential, Vp, and the probe only collects electron current. This is

called the electron saturation region (67).

Although the basic principle of the Langmuir probe is simple, interpreting the

I-V curve can be difficult and complicated. There are effects from RF interference,

multiple operating regimes, effects from flowing plasmas and magnetic fields and

expanding sheath effects that must be considered.

5.3.1.1 Radio Frequency Compensation and Probe Tips

Two Langmuir probes were used for these experiments. An RF compensated

probe based on a design by Sudit, et al. (68) was developed at PEPL and used in

conjunction with an RPA for the IEDF measurements. A commercial RF compen-

sated Langmuir probe from the Hiden Corporation was used for all other measure-

ments. The probe for the IEDF measurements was built because the Hiden Langmuir

probe was not long enough to reach the desired region of testing upstream inside the

helicon source with the RPA present as well.
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The Hiden Langmuir probe contains an inductor to compensate for the RF fre-

quency of 13.56 MHz, using the inherent capacitance of the inductor to create a

low-pass filter. The solid black line in Figure 5.4 shows how the output amplitude

Figure 5.4: RF compensation of the Langmuir probes. The output amplitude as a
function of input frequency for a constant 440-mV input amplitude. The black solid
line is the signal response for the Hiden Langmuir probe and the gray dashed line is
the response for the Langmuir probe built at PEPL.

varies as a function of input frequency for the Hiden Langmuir probe. A constant

440-mV amplitude was provided to the probe tip, and the resulting signal was mea-

sured as a function of the input frequency. For signals with frequencies less than 0.1

MHz, the signal passed unchanged. Between 0.1 MHz and 0.4 MHz, the signal was

amplified; however, since no signals in that frequency range were expected, the re-

sponse is satisfactory. Above 0.4 MHz, the signal was almost completely attenuated.

Therefore, any RF pickup on the Langmuir probe from the 13.56 MHz power supply

was removed from the system

Furthermore, the Hiden Langmuir probe had a graphite compensation electrode

surrounding the probe tip. Figure 5.5 is a photograph of the probe tip from the

59



Figure 5.5: Hiden Langmuir probe tip

Hiden system. The Langmuir probe tip itself was a 1.78-mm-long by 0.15-mm-

diameter tungsten electrode that was oriented parallel to the body of the Langmuir

probe, as seen in Figure 5.5.

For the Langmuir probe built at PEPL, the RF compensation circuit was more

complicated. It consisted of four inductors in series: two for filtering 13.56 MHz and

two for filtering 27.12 MHz. The gray dashed line in Figure 5.4 shows the frequency

response for this series of inductors. The response is similar to that found with the

Hiden probe, but the signal response decreased at about 0.1 MHz, then increased

to a peak at about 4.5 MHz and finally dropped off. Again, since no signals were

expected around 4.5 MHz, the frequency response is acceptable.

The probe tip for the PEPL Langmuir probe was connected in series with the

inductors and in parallel with a capacitor and a compensation electrode. The com-

pensation electrode was a coil of tungsten wire surrounding the alumina tube that

held the probe tip. A photograph of the probe tip is shown in Figure 5.6a and a

schematic of it is shown in Figure 5.6b. The tungsten probe tip itself was a 0.787-

mm-long by 0.13-mm-diameter tungsten electrode orientated perpendicular to the

body of the Langmuir probe.
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(a)

(b)

Figure 5.6: PEPL Langmuir Probe tip. (a) Photograph, (b) schematic drawing.

5.3.1.2 Langmuir Probe Theory of Operation

Langmuir probe operation is divided into different operating regimes by two non-

dimensional parameters. The first is the Knudsen number (Kn), which relates the

ion/electron mean free path, λMFP (the distance over which there is a good proba-

bility for a collision to occur (6)), to the probe radius, rp.

Kn =
λMFP

rp

(5.2)

This results in a relative measurement of the number of ion/electron collisions com-

pared to the length scale of the probe, giving insight into whether the probe is in the

collisionless or continuum plasma regime. If the Knudsen number is much greater

than one, as it was for these experiments, it is safe to assume the probe is operating
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in the collisionless regime (67).

The second parameter for determining the operating regime of a Langmuir probe

is the ratio of the probe radius-to-Debye length. The Debye length, λD is a measure

of the sheath thickness (6), and thus, it can be used to determine the sheath regime

of operation.

λD =

√
kBTeεo
nee2

(5.3)

When rp/λD < 3, the orbital motion limited (OML) method for analysis is appro-

priate to use (69). During OML operation, sheath dimensions are important, and the

orbits of particles entering the sheath must be considered since not all particles that

enter the sheath are collected by the probe. This regime is analyzed using techniques

developed by Laframboise (70; 71) that assume a cylindrical probe is immersed in a

cold, collisionless, stationary plasma. Therefore, the sheath dimensions are assumed

to increase as the probe bias increases, affecting the collected ion current.

When rp/λD > 10, the thin sheath method for Langmuir probe analysis is appro-

priate (69). In the thin sheath regime, the flux of the particles entering the sheath

can be calculated without considering the details of particle orbits in the sheath

(65; 67; 69; 72). In between the two regimes, a transitional approach is used. Be-

cause the number density varied greatly in these experiments, the Langmuir probe

analysis regime ranged from the OML regime to the thin sheath regime, and in many

cases, fell between the two.

5.3.1.3 Langmuir Probe Data Acquisition

The commercial Langmuir probe system from the Hiden Corporation consists of

data acquisition software and a controller box that were used with both Langmuir
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probes during the experiments. The Hiden controller box produces a varying voltage

and measures the plasma response via an internal ammeter. At the end of each

voltage sweep, the Langmuir probe voltage was increased to 80 V for one second in

order to clean the probe tip. Software provided by the Hiden corporation uses a serial

port on the computer to set the voltage range and store the collected current data.

Raw Langmuir probe data were stored as I-V curves, and then smoothed via a seven-

point-box-smoothing spline prior to analysis. The smoothing was done by the Hiden

software to eliminate any 13.56-MHz noise that may have been picked up by the

transmission lines, therefore facilitating the ion number density calculation. Figure

5.7 shows a representative sample of the raw Langmuir probe data and the result of

smoothing those data. After smoothing the I-V curves, the data were exported to

Matlab for analysis.

Figure 5.7: Smoothed Langmuir probe I-V curve and its corresponding raw I-V curve.

5.3.1.4 Langmuir Probe Data Analysis

For each data point, three I-V curves were measured. Upon importing the

smoothed data into Matlab, the three curves were averaged. For each data point, the
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following analysis method was used. (A flow chart of this method can be found in

Appendix A.) First, the floating potential was found as the point where the collected

current is zero. Based on the floating potential, a range of voltages was chosen in

order to fit a line to the ion saturation region. For example, if the floating potential

was 0 V, the ion saturation curve was fit to the portion of the I-V curve between -40

V and -10 V. If the floating potential was 30 V, the ion saturation curve was fit to the

portion of the I-V curve between -10 V and 20 V. The line was extrapolated to the

full range of bias voltages, and this ion current was subtracted from the smoothed,

averaged I-V curve.

Initially, the OML regime was assumed. The ion number density for a cylindrical

probe operating in the OML regime is determined from the slope of the ion current

squared versus the bias voltage (69; 71; 73).

ni,OML = − 1

Ap

√(
d(I2

i )

dV

)
2πMi

1.27e3
(5.4)

where Ap is the surface area of the Langmuir probe tip and Mi is the mass of an ion.

For the remainder of the analysis, the new I-V curve, with the ion saturation

portion of the curve removed, was used. The Maxwellian electron temperature (in

eV) was found from the inverse slope of the natural log of the electron current versus

the probe voltage in the electron retarding region of the I-V curve.

Te =
V2 − V1

ln (I2/I1)
(5.5)

The electron temperature calculation is the same for both the OML regime and the

thin sheath regime.

With the electron temperature, the ion number density can be calculated using

the thin sheath method. The ion saturation current was assumed to be the average

of the data previously used for creating the ion saturation regime curve. This ion
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saturation current, Isat, along with the electron temperature and the Bohm approxi-

mation for the ion velocity (6; 65; 69; 74; 75) allow for calculation of the ion number

density from Equation 5.6.

ni,thin =
Isat

0.61Ase

√
Mi

Te

(5.6)

As is the electrode collection area, which depends on the sheath surrounding the

probe tip. The sheath thickness is a function of the Debye length, and therefore

is dependent on the electron temperature and the number density. Initially, the

collection area was considered to be the electrode surface area, and an ion number

density was determined from Equation 5.6. Then, assuming quasineutrality (ne ≈

ni), the Debye length was found using Equation 5.3. The sheath thickness (76; 77)

and corresponding sheath area (67) were then calculated according to:

δ = 1.02λD

[(
−1

2
ln

(
m

Mi

)) 1
2

− 1√
2

] 1
2
[(
−1

2
ln

(
m

Mi

)) 1
2

+
√

2

]
(5.7)

As = Ap

(
1 +

δ

rp

)
(5.8)

The thin sheath ion number density was then recalculated using the new col-

lection area. This iterative process was repeated until convergence to a final ion

number density occurred. The new number density accounts for sheath expansion

and represents a slight departure from the traditional thin sheath analysis (26; 78).

Once both the OML and thin sheath ion number densities were found, their

respective Debye lengths were calculated. Then the ratio of Debye length-to-probe

radius was found and the operation regime determined. Often, the data fell into

either the OML regime or the thin sheath regime; however, sometimes the ratio was

between 3 and 10, placing the Langmuir probe in a transitional regime. In order to

determine the ion number density for these cases, a weighted average, based on the
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probe radius-to-Debye length ratio, was used. This method gives smooth transition

between the various regimes. The analysis techniques presented here have been well

documented by several other researchers (26; 65; 67; 69; 72; 73; 78–82).

Once the electron temperature and ion number density were determined, the

plasma potential was calculated. Usually, the plasma potential could be read from

the I-V curve as the knee between the electron retarding region and electron sat-

uration region of the characteristic. However, for many of the data points in this

investigation, the Hiden ammeter used to collect current reached saturation prior to

entering the electron saturation region of the I-V curve. Figure 5.8 shows a normal-

ized Langmuir probe trace that did not reach saturation and a normalized trace that

did. The saturation sometimes occurred because more current was being collected by

Figure 5.8: Example os a saturated and an unsaturated I-V curve.

the probe at locations closer to the exit of the helicon source than at locations further

downstream. In order to keep signal saturation from occurring, the gain of the Hiden

system needed to be changed so that the current limit of the ammeter would not be

reached. However, since changing the gain would have decreased the accuracy of the

measurements in the ion saturation region, and the ion density measurements were
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the key parameter for this dissertation, the gain remained set to where it was ideal

for measurements in the ion saturation regime. In addition, the signal saturation

could have been avoided by using multiple sizes of probe tips during testing. This

would create more error in the measurements as changing the probe tip during test-

ing would be a variation in the experimental parameters. Since finding the plasma

potential was a secondary goal of this investigation, the same probe tip was used

throughout testing, and plasma potential was calculated using Equation 5.9 for the

assuming quasineutral plasma and cylindrical probe collisionless sheath theory (33).

Vp = ln

(√
me

mi

)
kBTe + Vf (5.9)

5.3.1.5 Environmental Effects

A variety of environmental considerations must be taken into account when ana-

lyzing Langmuir probe data. End effects must be considered when using a cylindri-

cal Langmuir probe submersed in a flowing plasma (73). However, since the helicon

plasma source used for this research is of low ion energy (less than 50 V as shown in

Section 6.3), end effects have been neglected.

When a Langmuir probe is aligned parallel to the electric field, the I-V curve

can become distorted. This distortion is a rounding of the knee of the I-V curve

between the electron retarding region and the electron saturation region (83). Since

this mostly affects the plasma potential and electron saturation current, there is little

effect on the electron temperature and ion number density. Therefore, the effect was

neglected in these analyses.

A strong magnetic field can also alter the I-V curve of a cylindrical Langmuir

probe. Once again, the electron saturation region is most affected by magnetic field
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effects (84–86). This is because ions are much more massive than electrons, so the

electrons are more likely to be trapped in magnetic field lines. This occurs when the

electron cyclotron radius (2.19) is of the same magnitude as the probe radius. When

this happens, the electrons cannot cross the magnetic field lines without collisions.

Then the probe sheath structure can become affected, causing the electron saturation

current to be reduced. Once again, since the analyses used in this investigation relied

on the ion saturation region and the electron temperature, this effect was neglected.

When the ReComm System operated at a peak magnetic field of 2000 G, the

ion cyclotron radius was still an order of magnitude larger than the Langmuir probe

radius. However, at these very high magnetic fields, the electron retarding region of

the curve is also suppressed. This lowers the slope in Region 2, resulting in a larger

electron temperature. During ReComm system operation, the Langmuir probe traces

all fell within the OML operation regime. Therefore, calculation of the ion number

density is independent of the electron temperature and is still valid. In addition,

the effect of a magnetic field on a cylindrical Langmuir probe is minimized when the

probe is oriented perpendicular to the magnetic field lines (67). This was the case

for the experiments done while the ReComm system was operating.

Beyond trapping electrons, magnetic fields can also cause an anisotropy in the

electron energy distribution function (EEDF), which causes an additional effect on

the electron temperature calculation. This effect can be considered small if the

ratio of the magnetic field strength-to-vessel pressure (B/po) is less than 2.5 × 106

G/torr (83; 87). Given that the operating pressure was 0.6× 10−3 torr in the region

downstream of the helicon source, when the ReComm System was operating at more

than 1500 G, the anisotropy effects must be accounted for in the electron temperature

calculations. However, the ultimate goal of this research was to measure the density
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reduction when the ReComm system was in operation. As previously mentioned, the

Langmuir probe was operating in the OML regime during ReComm system testing,

so the electron temperature was not used in the ion number density calculation.

For the Langmuir probe measurements done inside the helicon source, the Lang-

muir probe was orientated parallel to the magnetic field lines. In addition, the

probe was operating in either the thin sheath or transitional regime, requiring the

electron temperature to calculate the ion number density. Therefore, it was impor-

tant to ensure that an anisotropy did not develop in the electron retarding region.

For a magnetic field of about 450 G and a pressure of 0.6 × 10−3 torr, the ratio

B/po = 7.5× 105, which is below the threshold value given earlier. In addition, the

Hall parameter, β was calculated to be around 50.

5.3.1.6 Error Analysis

Traditionally, Langmuir probe error estimates are around 50% for the number

density and 20% for the electron temperature (67; 88). Although these errors are

high when looking at absolute values for the ion number density and electron temper-

ature, the relative error between measurements using the same experimental setup is

considerably lower (89). In addition, comparisons with hairpin resonance probe mea-

surements show that the relative changes in ion number density when the ReComm

system was operating correlate well with the reduction in plasma frequency. This

increases confidence that the Langmuir probe analysis was accurate.
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5.3.2 Hairpin Resonance Probe

Microwave resonator probes provide a resonant structure from which the relative

dielectric constant of the surrounding medium can be determined (90). When the

resonator is placed in a plasma, its resonant frequency shifts from the characteristic

resonant frequency of the probe when it is in a vacuum (91). The plasma frequency

can be determined from these resonant frequency shifts.

The simplest microwave resonant probe is an open, quarter wavelength, parallel-

wire transmission line that is short-circuited at one end. This design is referred to as

a hairpin resonant probe due to its resemblance to a hairpin. The hairpin resonator

used in these experiments is shown in Figure 5.9. This design was based on one

(a) (b)

Figure 5.9: Hairpin resonance probe photograph (a) and schematic (b). a is the wire
radius, b is the thickness of the space-charge sheath, w is the probe width and ` is
the probe length.

introduced by Stenzel in the 1970’s (92). The probe width, length and wire radius

were: w = 13 mm, ` = 57 mm and a = 1.0 mm, respectively. A low-amplitude,

time-varying current was driven in the probe by an Agilent E5071C, ENA series 9

kHz - 8.5 GHz network analyzer over a range of frequencies. The power was directly

connected to the hairpin probe by a coaxial cable. Reflected power was observed

using the same network analyzer to determine the resonant frequency shift of the

probe, fr (93). The resonant frequency is measured as the frequency at which the
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reflected power is at a minimum. Figure 5.10 is a schematic of the layout of the

hairpin probe and the network analyzer, and Figure 5.11 shows a sample trace from

the hairpin probe.

Figure 5.10: Hairpin probe layout.

Figure 5.11: Sample reflected power trace from the hairpin probe. The minimum of
the curve represents the resonant frequency of the probe.

The hairpin probe resonant frequency is simply a function of the probe length, `,

and the relative dielectric constant of the medium, ε.

fr =
c

4`
√
ε

(5.10)

In vacuum, the relative dielectric constant is unity, and the corresponding resonant

frequency can be calculated from the following

fo = c/4�l (5.11)
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The actual measured vacuum resonant frequencies for the probe ranged between

1.15 GHz and 1.8 GHz depending on the location of the hairpin probe. A vacuum

resonance frequency was found for each individual operating location within the

chamber to account for the differences. The dielectric constant can be found from

the cold plasma dispersion relation as a function of the plasma frequency (fp), the

electron cyclotron frequency (fc) and the hairpin probe resonant frequency (fr) (6;

91; 94).

ε =

(
1−

f 2
p

f 2

f 2
r − f 2

p

f 2
r −

(
f 2

p + f 2
c

)) 1
2

(5.12)

The above equation is also the dielectric constant response to the extraordinary wave.

The extraordinary wave propagates perpendicular to the magnetic field and affects

the motion of electrons (thus the electron cyclotron frequency in Equation 5.12).

For a weakly magnetized plasma, the dispersion relation simplifies to the following

general expression for the ordinary wave.

ε = 1−
f 2

p

f 2
r

(5.13)

which is the dielectric constant response to the ordinary wave. In order to determine

whether the 2000-G-magnetic field affected the operation of the hairpin resonant

probe, the dielectric constant was plotted as a function of frequency for the ordinary

wave and the extraordinary wave. As shown in Figure 5.12, the dielectric response

of the plasma to extraordinary wave propagation is unity at the vacuum resonant

frequency of the hairpin probe (between 1.2 and 1.8 GHz). Thus, only the ordinary

wave accounts for the shift in the dielectric constant. Therefore, Equation 5.13 can be

used to calculate the plasma frequency as long as fr > fp. The frequency components

are related as:

f 2
r = f 2

o + f 2
p (5.14)
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Figure 5.12: Dielectric constant, ε, response to the ordinary and extraordinary waves.

where fo is the measured resonant frequency of the probe at the given operating

condition and fp is the plasma frequency.

The above is an idealized model and assumes that the volume between the prongs

of the hairpin probe is just the physical distance between the wires. In actuality,

a space-charge sheath devoid of electrons forms around the probe wires. This phe-

nomenon causes an underestimation of the plasma frequency since the volume be-

tween the probe wires when measuring the vacuum resonant frequency is less than the

“probe volume” with the space-charge sheath present. Correcting for this electron-

free sheath requires that Equation 5.14 be written in terms of a corrected plasma

frequency, f
′2
p , and a sheath correction factor, ζc (95).

f 2
r = f 2

o + ζcf
2
p (5.15)

Piejak, et al. derived an expression for the sheath correction factor, assuming that

the hairpin width is much larger than both the wire radius and the the sheath radius
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(b shown in Figure 5.9b above) (90).

ζc = 1− f 2
o

f 2
r

ln
(

b
a

)
ln
(

w
a

) (5.16)

However, the probe width is usually not significantly larger than the sheath radius.

For these experiments, the probe width was only about four times the wire radius, and

thus, the sheath radius was likely to be a significant percentage of the hairpin width.

This must be accounted for, and the following equation for the sheath correction

factor was used (90).

ζc = 1− f 2
o

f 2
r

[
ln
(

w−a
w−b

)
+ ln

(
b
a

)]
ln
(

w−a
a

) (5.17)

In order to apply the sheath correction factor, an appropriate model for the sheath

needs to be used in order to determine the sheath radius. For this investigation the

sheath radius was assumed to extend out one electron Debye length from the radius of

the probe wire (b = a+λD). As discussed in Section 5.3.1.4, an iterative process was

used to determine the sheath radius, which was initially assumed to be the probe

radius. Using that initial assumption, a plasma frequency, and thus an electron

number density was found. Then, the Debye length for that plasma density was

calculated and added to the wire radius for a new sheath radius. This process was

repeated until the method converged upon a solution.

Sources of error in hairpin resonance probe measurements need to be addressed.

First, the assumption that the probe is similar to a transmission line leads to the

assumption that the electric field has no gradient along the length of the hairpin

probe. This assumption makes finding the plasma frequency straightforward, but

numerical models of hairpin probes used elsewhere in the literature show a two

order of magnitude variation in the electric field along the probe length (96). This

means that any spatial variation in the plasma frequency is compounded by the
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nonuniform distribution of the electric field along the length of the hairpin probe

(95). Another source of error for these experiments lies with the network analyzer

used to produce the varying signal on the hairpin probe. The frequency resolution

was limited to 10 MHz, so the plasma frequency could only be measured to within

± 5 MHz. The available frequency range was 200 MHz up to 8 GHz, due to RF

and DC filters required for protecting the equipment from RF radiation and DC arcs

from the plasma. Finally, the width of the hairpin resonant probe limited the spatial

resolution available for these experiments.

5.3.3 Signal Attenuation Probe

The signal attenuation (S2-1) probe consisted of two monopole antennas, sep-

arated by 2.5 cm (Figure 5.13). The separation distance was chosen because data

gathered during the RAM-C experiments show the thickness of the plasma layer to

be about 2 cm (14; 15). This probe provided a direct measurement of the level

Figure 5.13: Photograph of the S2-1 probe.

of signal attenuation by the plasma. In order to do this, a network analyzer (the

same one used previously with the hairpin probe) produced a low-power, frequency-

varying signal to the antenna closest to the mica surface and recorded the relative

attenuation of the signal on the second antenna. This layout is shown in Figure 5.14.
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The frequency response was normalized to the frequency response found in vacuum

so as to remove the antenna response from the results.

Figure 5.14: S2-1 probe layout.

The same network analyzer was used for the S2-1 probe measurements as was

used for the hairpin resonance probe measurements. Thus, the frequency response

resolution is 10 MHz with a frequency range of 200 MHz to 8 GHz.

One issue with setting the two monopole antennas only 2 cm apart was the

possibility of picking up other types of near-field waves that would usually be atten-

uated by the atmosphere and distance traveled. One such wave that was expected

to be observed was the evanescent wave. Figure 5.15 shows an actual sample trace

from the S2-1 probe and a representative trace without the evanescent wave. A An

evanescent wave (or a slow decoy pattern wave) travels with a velocity less than the

characteristic velocity of the medium, and is attenuated in an exponential manner.

The attenuation of the evanescent wave is due to the boundary conditions, not to

signal loss in the medium (97). Thus, as long as the emitting and receiving anten-

nas are close enough such that the wave does not dissipate within the separation

distance, the signal will be picked up by the receiving antenna.
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Figure 5.15: Example S2-1 trace.

5.3.4 Retarding Potential Analyzer

The retarding potential analyzer (RPA) is a diagnostic that uses a series of grids

to determine the ion energy distribution function (IEDF) (67). This is done by

filtering ions on the basis of kinetic energy. For this work, the RPA was used to

measure the energy of the ions leaving the helicon source. A secondary desire was

to determine whether the PEPL helicon source had a current-free electron double

layer at the helicon exit, as do many helicon sources (56; 98; 99). For these reasons,

a variety of RPAs were designed and tested for this dissertation. The details of each

RPA are below in Sections 5.3.4.4 - 5.3.4.6.

In most cases, an RPA consists of four grids and a collector, as shown in the

schematic in Figure 5.16. The first (neutralizing) grid is floating and serves to mini-

mize the plasma perturbations (100). The second grid (electron repelling) is biased

negatively so that the plasma born electrons are repelled. The third grid (ion retard-

ing) has a varying bias voltage applied to it. This serves to filter the ions such that

only those with an energy-to-charge ratio greater than the bias voltage can pass. The
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Figure 5.16: RPA schematic drawing. Basic RPA with the four grids (N = neutraliz-
ing grid, E = electron repelling grid, I = ion retarding grid, S = electron suppression
grid), spacers and collector (C).

fourth grid is an optional electron suppression grid, and it serves to suppress sec-

ondary electrons produced when the high-energy ions collide with the ion retarding

grid or the collector.

The key parameter in designing an RPA is the grid spacing between the electron

repelling and the ion retarding grids. The grids must be close enough together to

avoid space-charge limitations. This occurs when, as positively or negatively charged

species are removed from the flow, additional charge builds up between the grids,

creating a potential hill. If this potential hill increases to the point where it is greater

than the applied voltage, then the operation of the RPA will change, resulting in a

lowering of the collected current (or saturation of the space charge limited flow). The

relationship between the grid spacing, x, and the potential difference between the

grids, Vd, is given in Equation 5.18.

x

λD

= 1.02

(
eVd

kBTe

) 3
4

(5.18)

The voltage on the electron repelling grid is usually set to: Vrep(V ) = 3Te(eV ).

This ensures that essentially all of the plasma born electrons are repelled. Thus, the

spacing between the ion retarding grid and the electron repelling grid should be set

to satisfy the condition (67):

x < 4λD (5.19)

For a plasma with number densities and temperatures in the range found downstream
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of the helicon source this spacing is approximately 0.1 mm.

A Keithley 2410 source meter was used to drive the voltage on the ion retarding

grid from 0 V to 100 V, and a picoammeter measured the current to the collector

plate. Both instruments required low pass filters on the transmission lines to remove

RF radiation from the DC signal. A LabView VI communicated with the Keithley

2410 to produce voltage and recorded the measurements from the picoammeter. The

voltages to the electron repelling (-60 V) and electron suppression (-11.5 V) grids

were provided by batteries. The constant voltage provided by a battery pack was

ideal for this situation because it is not affected by RF radiation. The RPA potential

diagram is shown in Figure 5.17a where the voltages are referenced to the facility

ground.

5.3.4.1 RPA Data Analysis

Because the RPA acts as a filter with a characteristic transfer function, it must

first be calibrated in order to allow for proper data analysis (101). Thus, all RPAs

were first tested using an ion gun to ensure correct calibration. A description of the

ion gun and calibration process is in Section 5.3.4.2

The RPA current-voltage characteristic was recorded by a LabView VI. For each

location/operating condition, three current-voltage traces were recorded and aver-

aged. Then the data were processed using a 7-point-box smoothing spline (102) in

order to remove any RF noise picked up by the transmission lines upstream of the

low pass filters. The derivative of the current-voltage characteristic is proportional

to the IEDF, as shown in Equation 5.20

dI

dV
= −e

2Z2
i niAc

mi

f(V ) ∝ −f(V ) (5.20)
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Figure 5.17: Potential (a) and circuit (b) diagram for a four grid RPA. N = neutraliz-
ing grid, E = electron repelling grid, I = ion retarding grid, S = electron suppression
grid, C = collector plate, and A indicates a picoammeter used to measure current to
the collector.

where the IEDF is a function of the charge on an electron (e), the charge state of

the ions (Zi), the ion number density, the area of the collector (Ac) and the mass

of an ion. Thus, the IEDF was found by taking the derivative of the collected

current with respect to the applied voltage using a central difference method. It was

then normalized to unity in order to facilitate comparisons with other IEDFs. The
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Figure 5.18: Sample of a current vs. voltage sweep from an RPA. Its respective
smoothed curve and normalized IEDF are shown.

potential at which the peak of the distribution function occurs indicates the most

probable ion voltage, Vmp. Figure 5.18 shows an example current vs. voltage sweep,

the result of smoothing the curve and the normalized IEDF.

Since the ion retarding grid voltage was applied with respect to facility ground,

the ion energy-per-charge distribution function must be corrected for the plasma

potential as follows:

Va = Vmp + Vp (5.21)

where Va is the actual measured voltage. The plasma potential was measured with

the PEPL built Langmuir probe described in Section 5.3.1. The probe was po-

sitioned such that its measurements were made in the same location as the RPA

measurements.

5.3.4.2 RPA Verification with a Gridded Ion Source

In order to ensure that the RPA analysis resulted in the correct value for the most

probable ion voltage, it was tested using a Commonwealth 3-cm-diameter gridded
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ion source. The ion source was capable of producing ions with 1500 V of beam

energy. For the purposes here, the ions were accelerated to 300 V. In each case, the

measured most probable energy of the ions should have equaled the beam voltage

applied to the ions plus the plasma potential (measured with a Langmuir probe).

Figure 5.19 shows a representative RPA current-voltage characteristic downstream

of the ion gun and its resulting IEDF. The IEDF showed a most probable ion energy

Figure 5.19: Normalized RPA curve measured downstream of an ion gun. The raw
current-voltage characteristic, corresponding smoothed characteristic and IEDF are
shown to confirm Vmp measurements.

of about 325 V, but the plasma potential was measured to be 30 V. Thus, the actual

most probable voltage was measured to be 295 V. This is within the expected limits

of the accuracy of the ion gun, proving that the RPA was working as expected.

5.3.4.3 RPA Error Analysis

As shown in the previous section, the uncertainty in the measured most probable

voltage from the RPA is ±5 V. In addition to the uncertainty, errors can come

from having an insufficient voltage applied to either the electron repelling grid or

the electron suppression grid. When the retarding potential becomes larger than the
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maximum ion kinetic energy, the collected current should go to zero. However, in the

absence of an applied potential on the electron-repelling grid, or when that potential

is too low to repel all electrons, ionization caused by electron-neutral collisions occurs

in the analyzer (103). This results in a parasitic current flowing into the collector

at higher retarding energies. When there is insufficient bias voltage applied to the

electron suppression grid, or when the grid is not present, the secondary electrons

emitted by collisions with the collector are free to oscillate along the analyzer axis.

This causes a slight increase in the collected current around the region of zero ion

energy (103). Both of these phenomena are shown clearly in Figure 5.20.

Figure 5.20: Example of errors associated with RPAs. Sample current-voltage char-
acteristic with obvious errors due to insufficient bias voltage applied to the electron
repelling grid and the electron suppression grid.

5.3.4.4 PEPL RPA

Original RPA testing was performed with the PEPL RPA, a 3-cm-diameter an-

alyzer designed by Dr. James Haas of AFRL (27), and improved upon by Dr. Jesse
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Linnell while at PEPL (26). The outer body of the RPA was constructed of 316

stainless steel tubing and was grounded to the facility. A macor sleeve was placed

inside the body and macor washers were used to insulate the grids from the outer

body, each other and the collector. The grids were identical and cut from a 316

stainless steel, photochemically machined sheet with 0.127-mm-thickness. The grid

openings were 0.2794 mm (0.011 in) in diameter, and the grid open area fraction was

38%. Each macor washer was machined to the correct thickness in order to provide

proper separation for operation downstream of a Hall thruster. The electrical con-

nections were accomplished by spot welding stainless steel wire to each grid and to

the collector. The wires were routed along the inner edge of the macor sleeve and

through the rear of the RPA body. The collector was a tungsten-coated stainless

steel disc. The tungsten coating reduced the secondary electron emission from the

collector since the PEPL RPA did not have an electron suppression grid. Everything

was held together by placing a spring behind the collector and compressing it with

a back plate. Figure 5.21a is a photograph of the PEPL RPA, and Figure 5.21b is a

schematic drawing.

Some issues arose when testing the PEPL RPA on the helicon source. The PEPL

RPA was over 50 mm in diameter. Inserting this upstream in the helicon source

caused significant perturbation of the plume. Thus, a smaller diameter probe was

desired. Another issue with the PEPL RPA was that there was no electron suppres-

sion grid. With the small currents collected downstream of the helicon source, the

current added due to the secondary electron emission made a significant contribu-

tion to the overall current. In addition, the separation distance between the electron

repelling grid and the ion suppression grid was 1.7 mm. This relates to a maximum

number density of only 1015 m−3. In the upstream region of helicon sources, the
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(a) (b)

Figure 5.21: PEPL RPA Photograph (a) and schematic (b).

number density can reach up to 1020 m−3 (37; 45; 104), and in the region of interest

just downstream of the PEPL helicon source exit, the density was up to 1018 m−3.

Given these densities, the grid spacing between the electron repelling and ion retard-

ing grids should be no more than 0.1 mm. So, in order to make the PEPL RPA

function correctly downstream of the helicon source, a series of floating grids were

added on the front of the analyzer in order to decrease the density of the plasma

entering the RPA. This is not desirable as the more grids that are added to the front

of the probe, the more chance there is of changing the plasma properties. Then,

the properties of the plasma entering the probe would not be representative of those

found in the bulk plasma.

5.3.4.5 Micro RPA Version 1

Because of the limitations of the PEPL RPA, designs were considered for a

smaller, “Micro RPA” (MRPA). Two iterations of design were done because the

85



first was not successful. The initial design was based on one previously used at ANU

in Canberra (105). Figure 5.22a shows a photograph of the MRPAv1, and Figure

5.22b is a schematic of the 4-grid design. The analyzer was housed inside a stainless

(a) (b)

Figure 5.22: Micro RPA version 1 photograph (a) and schematic (b). In (b), 1 =
analyzer lid, 2 = stainless steel mesh, 3 = copper tab, 4 = mica sheet insulator, 5 =
nickel collector plate, 6 = base plate and 7 = analyzer casing. There were a total of
four grid assemblies stacked one on top of the other.

steel case that was 21 mm x 13.75 mm x 26.5 mm, and a 9.75-mm-diameter stainless

steel tube enclosed the electrical connections for the grids. The housing lid had two

sides, creating a partial box and ensuring that the only ions entering the analyzer

were those entering through the front orifice. The same grid material was used for

the MRPAv1 grids as was used for the PEPL RPA. Each grid consisted of stainless

steel mesh, a copper plate that provided a means of charging the mesh and a mica

sheet for insulation. All three of these were glued together using a high temperature

conducting epoxy. The resulting space between grids was 0.71 mm. This is still

larger than four times the expected Debye length (0.1 mm), so an attenuating grid

was added to the front of the MRPA in order to lower the density inside the analyzer.

Although undesirable, the use of only one attenuation grid for the MRPA vs. multi-

ple grids for the PEPL RPA was an improvement. Electrical connections were made
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via tabs on the copper plates that extend out of the MRPA housing. The collector

was made of nickel plate. The grid assembly was stacked inside of and clamped to

the housing lid, which was then bolted to the remainder of the housing.

Issues with the MRPAv1 included the difficulty of assembling the analyzer. The

grids in an RPA require some amount of alignment in order to allow ions with

sufficient energy to pass. Aligning the grids in the MRPAv1 was exceedingly difficult.

The sleeve design of the PEPL RPA allowed for placing the grids and looking through

a microscope, if necessary, to align them. However, since the MRPAv1 does not have

a sleeve to hold the grids in place during assembly (refer to the schematic drawing in

5.22b), they needed to be aligned before being placed into the housing. In addition,

the mica sheeting used for insulation was flimsy and would flake away, causing shorts

between the grids. The tube protecting the electronics and providing support came

from the side of the analyzer, resulting in a silhouette of the probe that was much

larger than just the face of the analyzer.

5.3.4.6 Micro RPA Version 2

In order to create a functioning RPA with small enough separation between the

electron repelling grid and the ion retarding grid, an analyzer was designed that

utilized the benefits of the two previous RPA’s. The Micro RPA version 2 (MRPAv2)

is shown in Figure 5.23a, and a schematic drawing is in Figure 5.23b. The MRPAv2

had only a 19-mm-diameter casing, giving it an even smaller silhouette than the

previous version. In addition, the stainless steel tube protecting the transmission

lines came from the back of the analyzer, further reducing the amount of the probe

exposed to plasma. The MRPAv2 had four grids like the MRPAv1, but it was
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(a)

(b)

Figure 5.23: Micro RPA version 2 photograph (a) and schematic (b).

constructed in a manner similar to the PEPL RPA. The body was machined from a

316 stainless steel tube. Inside the body was a macor sleeve within which everything

was stacked. Macor washers making up the insulators were machined as thin as

possible: 0.5-mm-thick. The four grids were machined from the same 316 stainless

steel photochemically machined mesh as used for the previous two iterations of the

RPA. The electrical connections were identical to those found in the PEPL RPA, and

the collector was a nickel plate, as it was in the MRPAv1. There was a macor disc,

and then a spring which compressed the whole assembly together. This iteration

of the RPA performed the best, but the spacing between the electron repelling and

ion retarding grids was still larger than the expected 4λD in the areas closer to the

helicon source exit. Therefore, there may have been errors due to the space-charge

limitations. The results are shown and discussed in Section 6.3.
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5.4 Summary

This chapter began with a description of the laboratory facilities used for this

dissertation. Then, the experimental layout was discussed. It is important that the

reader understand the layout of the helicon source and where the ReComm system

was within that layout. For this reason, a table with the relevant testing locations

was included.

Next, the variety of diagnostic tools and their analysis techniques were presented.

Langmuir probes were used to measure ion number density, electron temperature and

plasma potential data. A hairpin probe was used to gather information about the

plasma frequency. An S2-1 probe connected to a network analyzer measured the

actual attenuation of a signal being transmitted through the plasma. Finally, an

RPA was used to measure the IEDF at the exit of the helicon source. The reader

should have gained an understanding of the analysis techniques and the assumptions

used on the data sets for each diagnostic.
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CHAPTER 6

Helicon Source Characterization

Before determining whether or not the ReComm system could successfully reduce

the plasma density, the helicon source required characterization. First, helicon mode

operation was confirmed. Then, the ion number density, electron temperature and

plasma potential were measured in the downstream region with the Hiden Langmuir

probe when the chamber was vacant and when the ReComm system was present

downstream of the helicon source (but not operating). Finally, the ion energy dis-

tribution function and plasma potential at the helicon source exit were measured.

The results of the above measurements are presented in this chapter. Additional

characterization of the downstream region of the helicon source was done with a

residual gas analyzer (RGA), and the details of this diagnostic and the results are in

Appendix B. The testing matrices for all experiments are shown in Appendix C.

6.1 Helicon Mode Confirmation

There are various methods for confirming helicon mode operation. These range

from simply viewing a change in the plasma to complex measurements with magnetic

flux probes (106). For the purposes of this research, helicon mode was confirmed by
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measuring the ion number density as a function of magnetic field strength and input

power (36; 45). A Langmuir probe was inserted upstream into the helicon source

at a fixed location along the source centerline at y = -100 mm for the first set of

experiments. Then, the Langmuir probe was moved further upstream to the y =

-150 mm location, and while remaining at z = 0 mm, the probe was moved in the

x-direction to measure the ion number density as a function of radial location and

input power. These locations were chosen since they were both inside the quartz

tube, and therefore where the greatest density was expected to occur. In addition,

the change in the y-locations is due to the limitations of the linear tables.

Helicon mode operation was verified for the operating conditions that were used

in these experiments:

• input power = 1500 W at 13.56 MHz

• reflected power ∼10% of input power

• peak y-magnetic field strength (By) = 450 G along the helicon centerline

• downstream pressure = 0.6 mtorr argon.

Figure 6.1a shows the three “density jumps” that are consistent with the capacitive,

inductive and helicon modes of operation (45). These “jumps” become obvious at

By = 290 G, and they are even more prominent when By = 440 G. For all data

points in Figure 6.1b, the helicon magnetic field remained fixed at By = 440 G,

while the x-location of the probe varied. The plot shows a peak in density at the

center (x = 0 mm) of the quartz tube when the input power is sufficient for helicon

mode operation. Also shown is the volcano-like structure of the radial density profile

at lower input power. This structure is consistent with capacitively coupled and

inductively coupled modes of operation (37; 107; 108).
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(a)

(b)

Figure 6.1: Verification of helicon mode operation. (a) Ion number density inside
the helicon source as a function of input power and magnetic field for x = 0 mm, y
= -100 mm and z = 0 mm. (b) Ion number density as a function of x-position and
input power for By = 440 G, z = 0 mm and y = -150 mm.

When an argon plasma is operating in helicon mode, the core of the cylinder

changes to a blue color from the usual purple color. Although this is not a quantifiable

method for confirming helicon mode operation, it is a good rule of thumb to follow.

Figure 6.2 shows the helicon source operating in (a) inductively coupled mode and

(b) helicon mode.
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(a) (b)

Figure 6.2: Photographs of the helicon mode confirmation. The rule of thumb is
that when the plasma source goes from having a dim, purple core (a) to a bright
blue core (b), the source has jumped from the lower inductively coupled mode up to
helicon mode.

6.2 Downstream Plasma Characterization

After confirming that the helicon source was producing its maximum number

density by operating in helicon mode, the characteristics of the plasma in the vac-

uum chamber downstream of the helicon source needed to be determined. Initially,

the vacuum chamber was empty downstream of the source, except for the Hiden

Langmuir probe. Then, the ReComm system was placed in the chamber, while re-

maining powered off, to see how the addition of the mitigation system body itself

changed the plasma parameters.

6.2.1 Plasma Characterization with an Empty Vacuum Chamber

Ion number density and electron temperature were found from the Langmuir

probe I-V curves. Then the plasma potential was calculated. The results are pre-

sented in Figures 6.4 - 6.6 as functions of x and y- positions for three planes along

the z-axis:
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• the helicon centerline: z = 0 mm

• z = -30 mm

• z = -60 mm

Data were measured in a full 3D map of the downstream area, and the remaining

data are presented in Appendix D. The x, y and z-axis labels are consistent with

those shown before in Figure 5.2. The area in the x and y plane where the testing

occurred is indicated in Figure 6.3.

Figure 6.3: Helicon source characterization testing locations.

With no body present, ion number densities ranged from 1.7× 1017 m−3 to 3.3×

1017 m−3. These number density values are representative of re-entry plasma densities

found at altitudes ranging from 60 km to 70 km (Section 2.2). The highest densities

were found nearest to the helicon source exit plane at the z = 0 mm position in the

positive x-region (Figure 6.4a). The higher densities in the positive x-region were

expected due to the nature of the experimental setup. There was a flange in the y-z

plane along x = 305 mm and only empty chamber in the negative x-direction, as

previously shown in Figure 5.2b. In addition, the ion number density decreased with
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Figure 6.4: Ion number density downstream - empty chamber. (a) z = 0 mm, (b) z
= -30 mm and (c) z = -60 mm.

increasing y-position along the z = 0 mm plane (Figure 6.4a), but the density became

more independent of the downstream y-location for the lower z-planes (Figures 6.4b

and 6.4c).

When there was no body present downstream of the helicon source, the electron

temperature ranged from 1.5 eV to 6.2 eV for the region of interest in these exper-

iments (Figure 6.5). Based on previous experiments done inside and immediately

downstream of helicon sources these values were expected (57); however, they are

higher than those measured during the RAM-C experiments. This temperature dif-

ference (in some cases as high as 6 eV) is acceptable since number density matching
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Figure 6.5: Electron temperature downstream - empty chamber. (a) z = 0 mm, (b)
z = -30 mm and (c) z = -60 mm.

was the primary concern of the research. The goal with regards to the electron tem-

perature was to ensure that it was of a similar order of magnitude to that found

during atmospheric re-entry.

In general, the electron temperature of the plasma was not strongly correlated to

downstream position. However, there does appear to have been a warm core along

the plane that contains z = 0 mm (Figure 6.5a), and the plasma cooled further below

that plane.

Plasma potential was calculated to ensure complete understanding of the plasma

characteristics downstream of the helicon source. Figure 6.6 shows how it varied as

96



Figure 6.6: Plasma potential downstream - empty chamber. (a) z = 0 mm, (b) z =
-30 mm and (c) z = -60 mm.

a function of downstream location. The plasma potential was lower further down-

stream of the helicon source, but the decrease in potential was not consistent with

what would have been expected from the Boltzmann relation (6). This relation sug-

gests that the plasma potential should be related to the number density by Equation

6.1.

n = no exp

(
eVp

kTe

)
(6.1)

where no is a reference number density and the electron temperature is in Kelvin.

If the Boltzmann relation were applied to the measured number density and plasma

potential from these experiments, the electron temperature would have to be around
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60 eV.

6.2.2 Plasma Characterization with ReComm System Downstream

The next step was to determine how the addition of the ReComm system body

in the region downstream of the helicon source would affect the plasma parameters.

It was expected that the ion number density would decrease because of the presence

of a large surface with which ions and electrons could collide and neutralize. The

electron temperature was expected to decrease with the addition of the very large

cold surface downstream. The plasma potential was also expected to decrease slightly

with the addition of the ReComm system due to the possibility of the mica sheet

charging up and emitting electrons. Figures 6.7, 6.9 and 6.11 show contour maps of

the Langmuir probe results from the same locations as shown in Section 6.2.1 but

with the addition of a body downstream. Furthermore, Appendix D shows data from

the remaining z-planes not shown below.

The addition of the ReComm system downstream of the helicon source did, in

fact, cause a decrease in the ion number density by a factor of 2.5. Figure 6.8 is

added for clarity, and it shows the ion number density as a function of y-position

for the same z-positions given earlier along the x = 0 mm axis for both the empty

chamber case and the case with the ReComm system downstream. As was the case

with an empty chamber downstream, the ion number density was highest nearest to

the helicon exit plane, at z = 0 in the positive x-region (Figure 6.7a). The addition of

a body downstream however, caused the ion number density to be dependent on the

y-position for all z-planes. The density range found with a body present downstream

of the helicon source (5.0 × 1016 m−3 to 1.3 × 1017 m−3) is representative of that
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Figure 6.7: Ion number density downstream - ReComm system present. (a) z = 0
mm, (b) z = -30 mm and (c) z = -60 mm.

found at altitudes ranging from 70 km to 80 km during atmospheric re-entry of the

RAM-C vehicle.

Electron temperature also dropped with the addition of the ReComm system

body downstream of the helicon source. Temperatures ranged from 1.2 eV up to 4.8

eV, lowering the peak measured electron temperature by about 20%. This decrease

in temperature means that the simulated temperature was even closer to that found

during atmospheric re-entry. The presence of the ReComm system also caused the

warm core seen in Figure 6.5a to disappear. This results in a more uniform temper-

ature of the bulk plasma downstream of helicon source. Based on the error analysis

99



Figure 6.8: Ion number density downstream - comparison with and without ReComm
system. Data are presented along the x-axis for three z-positions: z = 0 mm, z =
-30 mm and z = -60 mm.

given in Section 5.3.1.6, the temperatures, except for those found with an empty

chamber along the centerline, are within similar. Figure 6.10 is added to aid in

comparing the electron temperatures measured with and without the presence of the

ReComm system downstream of the helicon source.

The decrease in the plasma potential that occurred further downstream of the

helicon source was still present when the ReComm system was added. Also, the

magnitude of the decrease in plasma potential still could not be explained by the

Boltzmann relation. The peak plasma potential decreased with the addition of the

ReComm system from about 65 V to 55 V. As mentioned previously, this decrease

was expected due to the possibility of the mica sheet releasing secondary electrons

when it became charged. Once again, Figure 6.12 is shown to help make comparisons

between the two cases. Once again, however, the measurements for plasma potential

all fall within the the error estimates for each other.
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Figure 6.9: Electron temperature downstream - ReComm system present. (a) z = 0
mm, (b) z = -30 mm and (c) z = -60 mm.
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Figure 6.10: Electron temperature downstream - comparison with and without
ReComm system. Data are presented along the x-axis for three z-positions: z =
0 mm, z = -30 mm and z = -60 mm.
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Figure 6.11: Plasma potential downstream - ReComm system present. (a) z = 0
mm, (b) z = -30 mm and (c) z = -60 mm.
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Figure 6.12: Plasma potential downstream - comparison with and without ReComm
system. Data are presented along the x-axis for three z-positions: z = 0 mm, z =
-30 mm and z = -60 mm.

6.3 Ion Energy Distribution Function

It was shown earlier that matching the velocity of the ions flowing over a hyper-

sonic vehicle was not important for the purposes of this research. However, knowing

the energy distribution function of the ions exiting the helicon source gives more

insight into the downstream characteristics of the plasma. Thus, the MRPAv2 was

used to find the most probable voltage of the ions at various y-locations downstream

of the helicon source. In addition, the current-free electron double layer that is often

seen downstream of helicon sources was studied briefly. All measurements were taken

along the centerline of the helicon source (z = 0 mm and x = 0 mm) between y =

40 mm and y = 240 mm.

For positions further upstream (y < 170 mm), the most probable ion voltage

could not be obtained because the RPA was not properly functioning. The plasma

number density in that region was too high for the MRPAv2, and the separation

distance between the electron repelling grid and the ion retarding grid was too large.
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In addition, at the densities found in this area (between 1018 m−3 and 1019 m−3), the

size of the grid aperture may even be too large, therefore allowing all ions to pass. The

further downstream, the lower the plasma number density became, thereby allowing

the MRPAv2 to work properly. In addition to the RPA measurements, a Langmuir

probe was utilized to measure the plasma potential. The potentials found by reading

the Langmuir probe traces are similar to those found using Equation 5.9. This lends

confidence to the results presented in the previous sections. Figure 6.13 shows the

results of RPA testing with the MRPAv2 downstream of the helicon source as well

as plasma potential measurements from the PEPL Langmuir probe.

Figure 6.13: Plasma potential and most probable ion voltage.

These results are prior to subtraction of the plasma potential from the most

probable ion voltage. The findings show that plasma potential was greater than the

measured most probable voltage. This would result in a negative ion voltage (which

is not possible) were Equation 5.21 to be applied. This result can be explained by

the following. Usually the voltage applied to the retarding grid of an RPA is applied

with respect to facility ground. Thus, the measured most probable voltage must

be corrected for the plasma potential since the directed energy of the ions is the
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difference between the plasma potential and the potential of the ions with respect

to ground. Due to the grounding scheme of the experimental setup used for this

dissertation, the MRPAv2 was grounded with respect to the CTF, and the CTF was

isolated from ground via RF filters and chokes. Therefore, the CTF was floating

at the potential of the plasma that was filling it. The result being that the most

probable ion voltage measurement had already been compensated for the plasma

potential and Equation 5.21 is no longer required. In order for the above explanation

to be true, the Langmuir probe would still need to be grounded to the facility ground.

Otherwise, if the Langmuir probe were also referenced to the CTF, then the plasma

potential would be measured as zero. Since the commercial Hiden Langmuir probe

system uses its own grounding scheme and method for RF compensation, the probe

was isolated from the CTF and referenced to facility ground.

Since the most probable ion voltage was similar to the values found for the plasma

potential, the directed energy of the ions was essentially zero. Therefore, the ions

only had thermal energy, and moved downstream at the drift velocity. Once again,

the velocity of the ions was not a key factor in this work, so the result is acceptable.

Another reason for measuring the IEDF as a function of the axial position was

to determine whether a current-free electron double layer existed downstream of the

PEPL helicon source. Double layers in plasma consist of two parallel charge sheets

with opposite charge which results in a sharp change in voltage. A significant effort

has recently been devoted to the study of double layers in the region downstream of

helicon sources (56; 98; 109). Double layers are generally formed from DC discharges

with an abrupt change in diameter, but the RF discharge of a helicon source with

an abrupt change in diameter will also produce one if the conditions are correct.

The double layer usually forms within 150 mm of the location where the change
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in diameter occurs. Therefore, if a double layer were present in the PEPL helicon

source, it would be seen somewhere between y = 100 mm and y = 250 mm. As

seen in Figure 6.6, the plasma potential was continuous as a function of the axial

position without any discontinuities. The location of the current-free double layer

would have been indicated by a discontinuous decrease in the plasma potential as a

function of increasing axial position (109). Since this discontinuity was not seen, it

was determined that a current-free double layer was not present in the PEPL helicon

source with the operating conditions used in this dissertation.

6.4 Summary

In this chapter, data were presented that confirmed the plasma source was op-

erating in helicon mode with the same operating conditions as those used for the

remaining experiments. Then, the plasma downstream of the helicon source was

characterized with an empty vacuum chamber and with the ReComm system present

(but turned off). The results showed that the ion number density of the plasma in-

side the vacuum chamber represented density found during atmospheric re-entry at

altitudes ranging from 60 - 70 km when the chamber was empty. When the ReComm

system was present, the plasma density was representative of that found at altitudes

ranging from 65 - 75 km. In addition, data showed that the electron temperature

ranged from 1 - 6 eV, and the plasma potential ranged from 25 - 65 V. In general, it

was found that the ion number density, electron temperature and plasma potential

all decreased as a result of adding the ReComm system downstream.

In addition to the characterization of the downstream plasma, ion energy dis-

tribution functions were measured as a function of downstream location. The most
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probable ion voltage and the corresponding plasma potential were presented. The

plasma potential was found to be greater than the ion voltage, and an explanation

for the discrepancy was discussed. The ions were found to have very little or no

directed energy, leaving them with only a thermal energy. Finally the current-free

electron double layer often found downstream of helicon sources was not measured

in the PEPL helicon source with the conditions used for this dissertation.
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CHAPTER 7

ReComm System Effect

This chapter discusses the effect of the ReComm system on the plasma down-

stream of the helicon source. Langmuir probe data were used to measure the change

in density for various magnetic and electric field conditions as a function of down-

stream location. Density variation was found by first subtracting the ion number

density measured when the ReComm system was operating, ni,R/C , from the den-

sity measured when the ReComm system was turned off, ni,o. This resulted in the

amount that the density was reduced. Then, that value was divided by ni,o, and the

percent reduction was found by multiplying the ratio by 100.

% reduction =
ni,o − ni,R/C

ni,o

∗ 100 (7.1)

Plasma frequency was determined from the data gathered with the hairpin resonance

probe using the methods outlined in Chapter 5. Signal strength was measured as a

function of input signal frequency. The resulting signal response was normalized by

the vacuum S2-1 response (S2−1,o) and converted to dB.

Relative dB = 10 ∗ log10

(
S2−1

S2−1,o

)
(7.2)

The experimental results were then compared with results from computer simu-

lations of the ReComm effect. As previously mentioned, the ReComm system was
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operated with only the magnetic field, and with both the magnetic and electric fields;

however, it was not operated with only the electric field. Figure 7.1 shows the mag-

netic field strength at the two planes where data were taken: z = -70 mm and z =

-75 mm.

Figure 7.1: Bz along the two planes where plasma mitigation data were found, z =
-70 mm and z = -75 mm.

7.1 Density Reduction

Density reduction was found as a function of x and y-positions and for various

ReComm system operating conditions in x-y planes along the z = -70 mm and z =

-75 mm axes (15 mm and 10 mm above the mica surface, respectively). These two

testing locations are referred to as the zhigh condition (z = -70 mm) and the zlow

condition (z = -75 mm). In Figures 7.2 - 7.7 the black curves represent the quarter
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circle where data overlap the location of the iron core of the magnet, and the black

lines on either side of the plots indicate the locations of the electrodes. Recall that

the anode was located at y = 350 mm, and the cathode was located at y = 390 mm.

Figures 7.2 (zhigh condition) and 7.3 (zlow condition) show the density reduction

when the peak magnetic field from the ReComm system in the z-direction (Bz) is 925

G with (a) no applied potential and with (b) a -100 V applied potential. As expected,

the application of an E × B field caused a reduction in the plasma density where

Figure 7.2: Percent density reduction for 925 G peak magnetic field at z = -70 mm.
(a) Vc = 0 V and (b) Vc = -100 V.

the area of greatest reduction occurred over the iron core of the magnet, nearest the

cathode. For both the zhigh and zlow conditions with the ReComm system magnet

operating at about half its maximum value, the peak density reduction was 50% with

only the magnetic field turned on. It was unexpected that the magnetic field itself

would contribute greatly to the density reduction.
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Figure 7.3: Percent density reduction for 925 G peak magnetic field at z = -75 mm.
(a) Vc = 0 V and (b) Vc = -100 V.

The addition of the electric field served not only to increase the area of peak

density reduction for the zhigh condition, but it also further increased the density

reduction to 55% for the zlow condition. The fact that the plasma was more affected

by the addition of the electric field closer to the mica surface (and thus closer to the

electrodes) was not surprising since the electric field was stronger along that plane.

However, it was unexpected that the electric field would have such little effect on the

plasma further from the mica sheet. One possibility is that the electric field was not

sufficiently strong to cause any significant additional density reduction. For every

testing condition axial plots were produced to aid in data comparison. The plots are

shown in Appendix E.

Figures 7.4 (zhigh condition) and 7.5 (zlow condition) show density reduction when

(Bz) was increased to 1385 G with (a) Vc = 0 V and (b) Vc = -100 V. Again, the
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Figure 7.4: Percent density reduction for 1385 B Peak magnetic field at z = -70 mm.
(a) Vc = 0 V and (b) Vc = -100 V.

Figure 7.5: Percent density reduction for 1385 G peak magnetic field at z = -75. (a)
Vc = 0 V and (b) Vc = -100 V.

region of greatest density reduction occurred in the area above the iron core and near

the cathode. The larger magnetic field caused an increase in the size of the region
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where the 50% peak density reduction occurred for the zhigh condition, but it also

increased the amount of density reduction from 50% to 70% for the zlow condition. As

before, the magnetic field alone caused significant density reduction in the plasma,

but in this case, the addition of the -100-V potential applied to the cathode did not

further increase the density reduction for either condition.

In order to investigate whether a stronger electric field would provide more density

reduction, the magnetic field strength needed to be increased further so that arcs

would not develop between the electrodes. Figures 7.6 and 7.7 show the density

reduction as a function of x and y-positions for peak Bz = 1850 G. In this case, three

potential differences between the electrodes were investigated: (a) Vc = 0 V, (b) Vc

= -100 V and (c) Vc = -250 V.

Once again, the increased magnetic field caused a greater density reduction than

that found with Bz = 1385 G, and the addition of a -100 V potential difference

increased the area where the maximum density reduction occurred. In this case, the

peak reduction was 60% for the zhigh condition and 80% zlow condition. Increasing

the potential difference to -250 V neither increased the size of the reduction window,

nor did it increase the density reduction itself. In actuality, the increase in voltage

caused the area of maximum density reduction to shrink, and outside the region

directly above the iron core of the magnet, the ion number density actually increased

(negative density reduction). One possible explanation for this is that the stronger

potential difference between the electrodes caused further breakdown of the argon

gas, and the magnetic field was not strong enough to prevent the DC breakdown.

Originally, Langmuir probe testing had been done with peak Bz = 2000 G, but the

resulting IV curves were not useable. After analyzing the data using the methods

discussed in Section 5.3.1, the ion number densities were found to be more than
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Figure 7.6: Percent density reduction for 1850 G peak magnetic field at z = -70 mm.
(a) Vc = 0 V, (b) Vc = -100 V (c) Vc = -250 V.

an order of magnitude larger than those found with similar conditions but a lower

magnetic field strength. Due to this irregularity, the Langmuir probe data for Bz

= 2000 G were not used in this dissertation. Possible explanations for the variation

in the data include magnetic field effects on the Langmuir probe that were not

previously accounted for at those strong magnetic fields and irregularities in the

operation of the helicon source and matching network, resulting in increased power

coupling to the plasma.
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Figure 7.7: Percent density reduction for 1850 G peak magnetic field at z = -75 mm.
(a) Vc = 0 V, (b) Vc = -100 V and (c) Vc = -250 V.

7.2 Plasma Frequency

Hairpin resonance probe measurements were conducted along the x-y plane at z

= -75 mm for three ReComm system operating conditions:

• Bz = 0 G, Vc = 0 V

• Bz = 2000 G, Vc = 0 V

• Bz = 2000 G, Vc = -250 V

The hairpin probe was designed to operate with Bz = 2000 G, as was shown in

Figure 5.12, so any irregularities, as were possibly seen with the Langmuir probe,
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were neither expected, nor observed with this probe. Figure 7.8 shows the plasma

frequency as a function of y-position for the three conditions mentioned above. Due

to the nature of the probe (it was 57 mm long) the measured frequency is considered

an integration over the area in the x-direction. Therefore, data are only presented

at one x-position where the center of the probe moved along the x = 0 mm, z = -75

mm line. Indicated on the plot are the locations of the electrodes (vertical lines at

y = 350 mm and y = 390 mm) and the iron core of the magnet (shaded grey region

at the bottom of the plot).

Figure 7.8: Plasma frequency for 2000 G peak magnetic field at z = -75 mm and
x = 0 mm. Data presented are from three operating conditions: Bz = 0 G, Vc =
0 V (solid black line with diamonds), Bz = 2000 G, Vc = 0 V (solid grey line with
squares) and Bz = 2000 G, Vc = -250 V (dashed line with triangles).

The plasma frequency dropped significantly when the ReComm System magnetic

field was turned on, causing a frequency reduction of up to 65% of that found without

the ReComm system operating. The addition of the electric field further lowered

the plasma frequency to 80% of the original value. This increase in the frequency

reduction only occurred near the cathode.
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This level of frequency reduction is within error estimates of the density reduction

data measured with the Langmuir probe when the ReComm system was operating

at Bz = 1850 G and Vc = -100 V. Given that the maximum density reduction along

the line where z = -75 mm and x = 0 mm is 80%, the maximum plasma frequency

reduction (based on Equation 2.12) should be 64%. The frequency reduction mea-

sured by the hairpin probe at the same position and with no voltage applied to the

cathode was 65%. That reduction increased to 80% with an applied -250 V po-

tential difference. The larger frequency reduction was expected since the magnetic

field was greater when the hairpin probe was being used. This correlation also pro-

vides confidence that both the Langmuir probe and the hairpin probe were properly

functioning.

7.3 Signal Attenuation

Signal attenuation measurements were conducted with a network analyzer via an

S2-1 probe. The signal attenuation data were measured as a function of input signal

frequency for downstream locations varying from directly above the anode (y = 350

mm) to 10 mm downstream of the cathode (y = 400 mm). The probe was centered

above the x = 0 mm axis and remained at a constant vertical location where the

lower antenna was at z = -75 mm. Signal attenuation was measured for the same

ReComm system operating conditions as were used with the hairpin probe:

• No ReComm system operating: Bz = 0 G, Vc = 0 V

• Bz = 2000 G, Vc = 0 V

• Bz = 2000 G, Vc = -250 V
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The relative S2-1 signal response had little attenuation at the lower frequency limit

of the network analyzer. As the frequency of the input signal increased, the response

decreased to a minimum value that corresponds to the plasma frequency measure-

ments found with the hairpin probe in the previous section. Figure 7.9 shows how

the frequency at which minimum signal response occurred during two different peri-

ods of S2-1 testing corresponds with the plasma frequency data obtained for similar

operating conditions with the hairpin probe. The minimum values from the signal

response curves during the first set of experiments (trial 1 in Figure 7.9) were con-

sistently higher than the plasma frequencies measured with the hairpin probe. On

the other hand, the minimum values of the signal response curves from the second

set of experiments (trial 2 in Figure 7.9) closely correspond with the hairpin probe

plasma frequencies. A possible explanation for the discrepancy is that the helicon

source and matching network were better tuned for the trial 2 data.

Figures 7.10 to 7.13 show the relative S2-1 response in dB as a function of the

signal input frequency from the network analyzer for various y-positions. The peak

in the signal response at the lower frequencies (below 5 GHz) was most likely due

to the evanescent wave that was expected to be observed. Evanescent waves may

still be able to transmit between the antennas below the plasma frequency because

the distance between them is at most 5% of a wavelength (at the ∼1 GHz plasma

frequency) (6).

In general, turning on the magnetic field significantly reduced the frequency at

which communications could pass with minimal signal attenuation (less than -2 dB).

The level of frequency reduction was greater in the region closer to the center of the

magnet, toward the cathode (Figure 7.13). Adding the potential drop across the

electrodes further reduced the plasma frequency, but in this case, the most reduction
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(a)

(b)

(c)

Figure 7.9: Comparison of plasma frequency measurements from the hairpin probe
and the minimum of the S2-1 response curve. Three ReComm system operating
conditions were used: (a) Bz = 0 G, Vc = 0 V (b) Bz = 2000 G, Vc = 0 V and (c)
Bz = 2000 G, Vc = -250 V.
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Figure 7.10: Relative S2-1 response as a function of signal input frequency at x = 0
mm, y = 360 mm and z = -75 mm (trial 2).

Figure 7.11: Relative S2-1 response as a function of signal input frequency at x = 0
mm, y = 370 mm and z = -75 mm (trial 2).
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Figure 7.12: Relative S2-1 response as a function of signal input frequency at x = 0
mm, y = 380 mm and z = -75 mm (trial 2).

Figure 7.13: Relative S2-1 response as a function of signal input frequency at x = 0
mm, y = 390 mm (above the cathode) and z = -75 mm (trial 2).

occurred nearer the anode, which was unexpected. The initial experiments done

with the S2-1 probe (trial 1) show that the addition of a potential drop across the

electrodes should cause a reduction in the plasma frequency nearer the cathode,

as was similarly observed with the Langmuir probe density reduction data and the

hairpin probe plasma frequency data. Figures 7.14 through 7.19 show the S2-1

response curves from the initial set of data for varying y-positions.
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Figure 7.14: Relative S2-1 response as a function of signal input frequency at x = 0
mm, y = 350 mm (above the anode) and z = -75 mm (trial 1).

Figure 7.15: Relative S2-1 response as a function of signal input frequency at x = 0
mm, y = 360 mm and z = -75 mm (trial 1).
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Figure 7.16: Relative S2-1 response as a function of signal input frequency at x = 0
mm, y = 370 mm and z = -75 mm (trial 1).

Figure 7.17: Relative S2-1 response as a function of signal input frequency at x = 0
mm, y = 380 mm and z = -75 mm (trial 1).
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Figure 7.18: Relative S2-1 response as a function of signal input frequency at x = 0
mm, y = 390 mm (above the cathode) and z = -75 mm (trial 1).

Figure 7.19: Relative S2-1 response as a function of signal input frequency at x = 0
mm, y = 400 mm and z = -75 mm (trial 1).

7.4 Comparison with Simulation Data

The experimental results discussed in the previous sections were compared to

computer simulation results of the ReComm system effect on a plasma sheath. Table

7.1 shows the operating conditions used for the computer simulations that produced

Figures 7.20 through 7.22, as well as the operating conditions used for the experi-
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Parameter
Value

Simulation Experiment

Pressure (mtorr) 1.0 0.6

Electrode gap (mm) 40 40

Applied Cathode
-20 to -1500 0, -100 and -250

voltages (V)

Peak Magnetic field
200 to 3000 925 to 2000

strengths (G)

Distance above
0, 20 and 40 100 to 15

“spacecraft” surface (mm)

Location of iron Centered between Below
core centerline electrodes cathode

Table 7.1: Differences between simulation and experimental operating conditions.

ments. The figures in this section are courtesy of Kim (110). In the results from the

computer simulations, the x-axis is the same as the y-axis in the experiments. An-

other difference between the simulation results and the results for density reduction

presented here is the method by which the results are displayed. For the work in this

dissertation, the density reduction is the percent that the density is reduced by the

application of the ReComm system. For the simulations, the results were presented

as a density reduction ratio. This ratio is the the number density when the ReComm

system was operating divided by the number density when the ReComm system was

off.

Density Reduction =
ni,R/C

ni,o

(7.3)

Thus, for the simulation figures, the lower the density reduction ratio, the better the

ReComm system was performing. One last difference between the experimental setup

and the computer simulation setup is that during the experiments, the electromagnet

was centered under the cathode, while for the simulations, it was centered between
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the anode and cathode.

Figure 7.20 shows the density reduction as a function of the y-position for various

locations above the ReComm system (as mentioned previously, the plot shows the

y-axis as the x-axis). The magnetic field strength was 700 G, with a background

pressure of 1.0 mtorr and -800 V applied to the cathode. Similar to the experimental

Figure 7.20: Simulation results: density reduction as a function of y and z-positions.
The following operating conditions were used to produce these results: x = 0 mm,
Bz = 700 G, p = 1.0 mtorr and Vc = -800 V (110).

results, the simulations show that the region of greatest density reduction was in

the area nearest the cathode. The density was reduced a maximum of about 70%

directly above the surface of the ReComm system where reduction was expected to

be at a maximum. For the case 20-mm-above the surface, the reduction only reached

20%. This correlates well with the experimental results as the magnetic field was not

strong for this case. In addition, at this high potential with only 700 G, the density

in the region upstream of the cathode increased (density reduction greater than 1 in
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this case), which also follows the trends found experimentally (Figures 7.6 and 7.7).

Figure 7.21 shows simulation results for density reduction as a function of mag-

netic field strength and y-position for a z-position directly above the ReComm system

surface. These results agree well with the experimental data in that as the magnetic

field was increased, the density reduction became stronger. However, the simula-

tion shows that the reduction occurred only in an area directly above the cathode.

Experimental results show that the area of density reduction extended upstream a

couple of centimeters.

Figure 7.21: Simulation results: density reduction as a function of y-position and
magnetic field. Three magnetic field strengths are simulated directly above the
ReComm system surface (110).

Figure 7.22 shows the density reduction as a function of the potential applied to

the cathode, Vc, for a neutral pressure of 1 mtorr and a magnetic field strength of

700 G. The data were taken at the equivalent experimental positions of y = 390 mm

and z = -85 mm (directly above the cathode). When there was very little potential

applied to the cathode (Vc = -20 V), the density was reduced by about 65%. The
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results of these simulations are different from the experimental results as they show

an increased reduction in density as the potential was further increased. However,

during the experiments the voltage applied to the cathode could not exceed -100 V

Figure 7.22: Simulation results: density reduction as a function of cathode potential.
The following parameters were used to develop this plot: z = -85 mm (directly above
the ReComm system surface), y = 390 mm, Bz = 700 G and p = 1.0 mtorr (110).

without arcs occurring for the lowest magnetic field setting that was tested (Bz =

925 G). Had the electrodes been able to sustain a higher potential difference between

them, a further decrease in number density may have been observed experimentally,

but this is not likely since the higher potential applied to the cathode when Bz =

1850 G lowered the density reduction.

Overall, the trends found from the computer simulation data agree with those

found from the experimental data. As the magnetic field was increased, the amount

of density reduction increased. In addition, the application of a potential drop across

the electrodes further decreased the plasma number density, but the computer sim-

ulation of the ReComm system over-predicted its effect on the plasma. In addition,
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the simulation did not account for the additional DC breakdown in the plasma due

to higher potential differences between the electrodes.

7.5 Electric Field Effects

Originally, it was thought that E × B drift would contribute significantly to the

density reduction. However, the results from the Langmuir probe, the hairpin probe

and the S2-1 probe show differently. These all show that when the electric field was

added, the only change in the plasma occurred near the cathode. This indicates that

the potential drop between the electrodes was not steady as was expected, but rather

consisted of distinct jumps, as shown in Figure 7.23. Although this behavior was not

Figure 7.23: Expected vs. actual potential drop between the electrodes.

expected, it is consistent with the plasma density. At the plasma number densities

present in these experiments, the potential sheaths will be very thin, as shown in

Figure 7.23. Therefore, the data show that when the electric field is applied, the
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increased density reduction is due to the electrostatic sheath present, not the E×B

effect.

7.6 Summary

This chapter began with a brief discussion of the various methods for determining

whether or not the ReComm system was effective. Next, results from the Langmuir

probe, hairpin probe and S1-2 probe were presented. The density reduction from

the Langmuir probe showed that the magnetic field alone significantly lowered the

ion number density of the plasma. As the magnetic field strength increased, the

ion number density decreased. The addition of the electric field mostly served to

increase the area in which the density reduction occurred. In the locations closer to

the surface of the ReComm system, the electric field slightly increased the amount

of density reduction. However, if the electric field was too high, the amount of

density reduction would decrease, and in some locations, the ion number density

would actually increase. This was explained by a DC discharge occurring between

the electrodes. The data from the hairpin resonance probe showed that the plasma

frequency decreased when the ReComm system was turned on. The level of frequency

reduction measured was expected based on the data found with the Langmuir probe.

Furthermore, the frequency reduction was also similar to that found with the S2-1

signal attenuation measurements.

In addition to the amount of density reduction, the “shape” of the reduced plasma

density was presented. The density/frequency reduction was greatest in the region

closest to the iron core of the magnet. When the electric field was turned on, any

further increase in the density reduction was in the region nearest to the cathode.
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The only exception to this was in one set of the S2-1 signal attenuation experiments.

Data from the computer simulation work done concurrently to this dissertation

work was compared with the experimental data. The overall trends of the simula-

tion results agreed with the trends found experimentally, but the magnitudes of the

density reduction were different. Also, the simulations showed that the electric field

should have had a larger effect on the density than was actually observed.
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CHAPTER 8

ReComm System Magnetic Field Effects

An unexpected result of the ReComm system experiments was that the magnetic

field alone contributed greatly to the density reduction. This chapter contains an

explanation for the discrepancy in the measured data compared with what was ex-

pected. In some cases, the density was reduced by 70% without any applied electric

field. It was expected that with only a magnet field, the electrons would be caught

in orbits around the field lines and move only in a vertical direction above the re-

gion where an antenna would be located. This would lead to an increase in the

plasma number density in the region directly above the magnet. However, this idea

was based on the key assumption that the magnetic field was only in one direction

(B = Bz) and that it was uniform.

For the setup used during these experiments, the ReComm magnet was a solenoid

with an iron base and core. This design resulted in a divergent, non-spatially-uniform

magnetic field, as shown in Figures 4.4 and 4.5, thus annulling the key assumption

stated above. In order to understand how a divergent, non-uniform magnetic field

would affect the plasma, the equations for how magnetic fields interact with plasma

were studied. Then, the ReComm system was modeled with the physics package

COMSOL.
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8.1 Plasmadynamics in a Non-Uniform Magnetic Field

The equations of motion for a particle acted on by electric and magnetic fields are

given as functions of the Lorentz force (Equation 8.1) and the Lagrangian velocity

(Equation 8.2) (33).

m
dv

dt
= q[E(r, t) + v×B(r, t)] (8.1)

dr

dt
= v(t) (8.2)

The above equations cannot be solved for the general case, but for the special case of

a constant magnetic field B = ẑB0 with no electric field, the components of Equation

8.1 simplify to:

m
dvx

dt
= qvyB0 (8.3)

m
dvy

dt
= −qvxB0 (8.4)

m
dvz

dt
= 0 (8.5)

Combining Equations 8.3 and 8.4 and then differentiating Equations 8.3, 8.4 and 8.5

gives the following system of equations for the particle velocity.

vx = v⊥0 cos(ωct+ ϕ0) (8.6)

vy = −v⊥0 sin(ωct+ ϕ0) (8.7)

vz = vz0 (8.8)

where v⊥0 is the speed perpendicular to B0 and ϕo is an arbitrary phase.

The particle position can be obtained by integrating Equation 8.2.

x = rc sin(ωct+ ϕ0) + (x0 − rc sinϕ0) (8.9)

y = rc sin(ωct+ ϕ0) + (y0 − rc cosϕ0) (8.10)
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z = z0 + vz0t (8.11)

where rc is the gyration radius, defined by

rc =
v⊥0

|ωc|
(8.12)

The results of Equations 8.6 through 8.11 are that the particle has a circular mo-

tion, orbiting in a direction perpendicular to the magnetic field lines. The frequency

of the orbit is ωc and the radius is rc. The particle moves along a guiding center of

the orbit with

xgc = x0 (8.13)

ygc = y0 (8.14)

zgc = z0 + vz0t (8.15)

This is the outcome that was expected during ReComm system operation with

only a magnetic field. However, the results obtained from the experiments do not

correspond with the analytical solution shown above. Thus, the motion of a particle

in a non-uniform magnetic field needed to be studied. When the electron gyroradius

is much smaller than the length scale of the magnetic field variation, the particle

motion can be split into the fast gyromotion of the electrons orbiting about the field

lines and the slow drift of the guiding center (33). This assumption is valid with

respect to the ReComm system. In order to separate the motion, the instantaneous

particle position must be split into a guiding center (rg) and a gyroradius (rc) about

that center, along with the accompanying velocity.

r = rg(t) + rc(t) (8.16)

v = vg + vc (8.17)
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The magnetic field near the guiding center is expanded to

B(r) = B0(r) + (rc · ∇)B(r) (8.18)

Given the earlier approximation, that the gyroradius is much smaller than the length

scale of the magnetic field variation, the rapidly rotating terms average to zero when

the motion is averaged over a gyroperiod. This results in an equation for the drift

motion (33).

m
dvg

dt
= Fext + qvg ×B−

1
2
mv2
⊥

B0

∇B (8.19)

where Fext includes all the external forces, B0 = |B0| and v⊥ = |vc|

Now, consider the case where the magnetic field lines are curved in the x-z plane.

Then, ∂Bx/∂z is a function of the radius of curvature (R) of the magnetic field lines.

(33).

1

R
= − 1

Bz

∂Bx

∂z
(8.20)

The centrifugal force acting on a particle is given by

FR =
mv2

z

R
(8.21)

By combining the centrifugal force with the expression for the radius of curvature,

an equation for the drift velocity of the guiding center due to the magnetic field line

curvature can be found (33).

vR =
2Wz

qB2
z

∂Bz

∂z
ŷ (8.22)

where Wz is the kinetic energy in the z-direction. The ions and electrons drift in

opposite directions, perpendicular to both the curvature force and B, giving rise to

a net current. Looking back at Figure 4.4, if the motion of the electrons were in a

direction perpendicular to B, they would be deflected away from the region near an

antenna.
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8.2 COMSOL Modeling of ReComm System

In order to visualize the dynamics of the ReComm system, the physics modeling

package COMSOL was used to model its electric and magnetic fields. Then the

particle tracing feature of the program was used to study how the electrons respond

to the fields. First, a simple model of a uniform magnetic field oriented orthogonal to

a straight electric field was modeled to ensure that the tracing program was properly

modeling the fields. Then, a comprehensive model needed to be built of the entire

ReComm system. Figure 8.1 shows the solid frame model as well as the generated

mesh used for solving the electrostatic and magnetostatic fields of the ReComm

system.

(a) (b)

Figure 8.1: Solid frame model (a) and generated mesh (b) for ReComm COMSOL
modeling.

The model was solved for the magnetic and electric fields present in the system

when 325 A were flowing through the ReComm system electromagnet and -250 V

were applied to the cathode. Figure 8.2 shows the electric field and the potential

map, and Figure 8.3 shows the magnetic field. All of these plots were generated

by COMSOL. The COMSOL magnetic field is very similar to that generated by

the electrostatic solver MagNet and measured with a Hall probe (Section 4.3). This
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(a)

(b)

Figure 8.2: Electric field (a) and potential map (b) modeled by COMSOL when Vc

= -250 V.
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(a)

(b)

Figure 8.3: Magnetic field modeled by COMSOL. The maximum current is pushed
through the coils. (b) is a closer, more detailed picture of the magnetic field directly
above the iron core. The white space is where the contour plot saturated.

lends confidence to the ability of the COMSOL system to model field lines.

Once the magnetic and electric fields were modeled, the particle tracing feature

of COMSOL was utilized to study how the electrons behaved in the presence of

the fields. Table 8.1 shows the various initial conditions used for launching the
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electrons and the corresponding figures in which the electron traces appear. The

initial conditions include the y and z locations, as well as the electron temperature

and the corresponding thermal velocity. The velocity is calculated using the following

(62):

VTH =

√
kBTe

me

(8.23)

For all particle tracing figures (Figure 8.9 through Figure 8.4), the electrons were

launched from a line along the x-axis at 1-cm-intervals across the ReComm system.

In addition, the traces were created with (a) Bz = 2000 G, Vc = 0 V and with (b)

Bz = 2000 G and Vc = -250 V.

Particle Start Location

Figure y (mm) z (mm) Temperature (eV) Velocity (m/s)

Figure 8.4 315 -75 0.5 296,000

Figure 8.5 315 -65 0.5 296,000

Figure 8.6 315 -75 5 937,000

Figure 8.7 315 -65 5 937,000

Figure 8.8 340 -75 0.5 296,000

Figure 8.9 340 -65 0.5 296,000

Figure 8.10 340 -75 5 937,000

Figure 8.11 340 -65 5 937,000

Table 8.1: Summary of electron initial conditions for particle tracing using the COM-
SOL.

Figures 8.4a and 8.4b show traces of electrons that began with an initial velocity of

296,000 m/s at y = 315 mm and z = -75 mm with (a) only the magnetic field present

and (b) both the magnetic field and the electric field present. The electron traces

show that when only the magnetic field was present, the particles never entered the

area where the electric field could have affected them. The electrons immediately

became trapped in the B-field lines, and were directed away from the ReComm
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(a) (b)

Figure 8.4: Electron particle tracing using COMSOL for (a) Bz = 2000 G, Vc = 0 V
and (b) Bz = 2000 G, Vc = -250 V for the initial conditions: y = 315 mm, z = -75
mm and vi,y = 296,000 m/s.

system. This is due to the divergent nature of the magnetic field lines. Because of

this, there was a build up of positive charge between the electrodes, and the ions

would tend to move away from that area as well. The electrons did become trapped by

the magnetic field, but this occurred before even crossing the anode. This explains

why only the magnetic field was necessary for significant density reduction. The

addition of the electric field caused the electrons to move away from the region of

interest more uniformly, and the electrons no longer were trapped by the magnetic

field. However, the region in the center of the magnet, above the iron core is devoid

of electrons for both the case with the electric field and that without the electric

field.

Figure 8.5 shows the electron traces for the same conditions as in Figure 8.4,

but for z = -65 mm. The purpose of this was to determine whether launching the

electrons further from the electrode would show any significant changes between the

case without an electric field (Figure 8.5a) and the case with an electric field (Figure

8.5b). However, the expected difference between the two cases was not obvious. The
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traces looked very similar to those found previously with the electrons launched from

z = -75 mm.

(a) (b)

Figure 8.5: Electron particle tracing using COMSOL for (a) Bz = 2000 G, Vc = 0 V
and (b) Bz = 2000 G, Vc = -250 V for the initial conditions: y = 315 mm, z = -65
mm and vi,y = 296,000 m/s.

Increasing the velocity of the electrons should allow them to penetrate further

into the magnetic field. Therefore, the initial velocity was increased to 937,000 m/s

(the thermal velocity at Te = 5 eV). Figures 8.6 and 8.7 show electron traces for the

same initial electron positions as Figures 8.4 and 8.5, respectively. Although the

electrons did travel further downstream, the magnetic field was successful at keeping

the majority of them from lingering over the iron core of the magnet. Once again,

the addition of the electric field made the electrons travel in a more uniform direction

away from the region around the ReComm system magnet centerline. There were

fewer electrons over the iron core of the magnet when the electric field was operating

as opposed to only the magnetic field with the increased electron thermal velocity.

Finally, all four cases were repeated with the electrons launched from a position

closer to the grounded electrode (further downstream at y = 340 mm). The purpose

of this was to launch the electrons in a magnetic field that was more uniform than the
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(a) (b)

Figure 8.6: Electron particle tracing using COMSOL for (a) Bz = 2000 G, Vc = 0 V
and (b) Bz = 2000 G, Vc = -250 V for the initial conditions: y = 315 mm, z = -75
mm and vi,y = 937,000 m/s.

(a) (b)

Figure 8.7: Electron particle tracing using COMSOL for (a) Bz = 2000 G, Vc = 0 V
and (b) Bz = 2000 G, Vc = -250 V for the initial conditions: y = 315 mm, z = -65
mm and vi,y = 937,000 m/s.

one found further from the magnet centerline. The hope being that by initializing the

electrons further downstream, the ReComm system would demonstrate the originally

expected behavior. Figures 8.8 through 8.11 show the results of those traces.

When the electrons were launched closer to the anode, they demonstrated more of

the behavior that was originally expected from the ReComm system. When only the

magnet field was operating (part a of the figures), the electrons were orbiting about

143



guiding centers above the core of the magnet. This was especially obvious when the

electrons were launched with the higher velocity. When the electric field was added,

the electrons were immediately directed away from the magnet centerline. In the

experiments, however, the electrons were not launched from y = 340 mm, rather

they were born back in the helicon source at y < 0.

(a) (b)

Figure 8.8: Electron particle tracing using COMSOL for (a) Bz = 2000 G, Vc = 0 V
and (b) Bz = 2000 G, Vc = -250 V for the initial conditions: y = 340 mm, z = -75
mm and vi,y = 296,000 m/s.

(a) (b)

Figure 8.9: Electron particle tracing using COMSOL for (a) Bz = 2000 G, Vc = 0 V
and (b) Bz = 2000 G, Vc = -250 V for the initial conditions: y = 340 mm, z = -65
mm and vi,y = 296,000 m/s.
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(a) (b)

Figure 8.10: Electron particle tracing using COMSOL for (a) Bz = 2000 G, Vc = 0
V and (b) Bz = 2000 G, Vc = -250 V for the initial conditions: y = 340 mm, z =
-75 mm and vi,y = 937,000 m/s.

(a) (b)

Figure 8.11: Electron particle tracing using COMSOL for (a) Bz = 2000 G, Vc = 0
V and (b) Bz = 2000 G, Vc = -250 V for the initial conditions: y = 340 mm, z =
-65 mm and vi,y = 937,000 m/s.

8.3 Summary

The goal of this chapter was to have the reader understand why the magnetic field

of the ReComm system had a large effect on the plasma density without the presence

of the electric field. In order to do this, an analytic expression for how plasma reacts

to a uniform B-field was developed. Then, the expression was modified for a spatially
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varying magnetic field, as was present in this work.

In order to gain further understanding of the magnetic field effects on the elec-

trons, the physics modeling package COMSOL was used to create a model of the

ReComm system magnetic and electric fields. The particle tracing feature was used

to launch electrons at various initial velocities and locations into the fields. Although

the magnetic field alone affected the electrons differently than the combination of

the electric and magnetic fields, the end result was the same. The region where the

density was measured in this dissertation (a volume near and over the iron core of

the magnet) was devoid of electrons. Only in the extreme case when the electrons

were launched very near to the iron core of the magnet was the expected behavior

observed.
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CHAPTER 9

Conclusions

The goal of this research was to develop a method for ameliorating the com-

munications blackout phenomenon that occurs during atmospheric re-entry. In the

process, a helicon source was developed and characterized at the Plasmadynamics

and Electric Propulsion Laboratory at the University of Michigan. Helicon source

characterization occurred with a commercially-purchased RF-compensated Langmuir

probe from the Hiden Corporation, as well as a retarding potential analyzer and a

custom-built Langmuir probe. An electromagnet with two electrodes was used as the

system to mitigate the plasma density. This system was called the Re-entry and hy-

personic vehicle plasma communication (ReComm) system. Density reduction was

measured with the Hiden Langmuir probe, plasma frequency was measured with a

custom-built hairpin resonance probe and signal attenuation measurements were per-

formed with a network analyzer and a S2-1 probe. The design of the electromagnet

resulted in some surprising results that were discussed and explained.

This chapter summarizes the major conclusions and contributions of this disser-

tation. Then, a system impact study is presented to demonstrate how this idea of

crossed electric and magnetic fields could be implemented into a flight model. The

system impact study also goes into details about some of the major challenges that
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would be encountered in producing a flight model. Finally, suggestions for future

work are presented.

9.1 Helicon Source Development

A helicon source was identified as the type of plasma source to be used for simu-

lating the plasma number density that occurs during atmospheric re-entry. A variety

of plasma sources were examined and researched, and the helicon source proved to

have the required combination of plasma properties and ease of construction. During

the process of developing the helicon source, two versions were built before a final

version succeeded. The final helicon source consisted of three electromagnets evenly

spaced around a half-double-helix antenna. The antenna was wrapped around a

15-cm-diameter quartz tube that was attached to the vacuum chamber. Argon gas

flowed through a nozzle on one end of the tube such that a constant chamber pressure

of 0.6 ± 0.05 mtorr was maintained. The electromagnets created a uniform mag-

netic field inside of the antenna. The antenna was connected via a pi-style matching

network to a 13.56-MHz RF, 2.5-kW power supply. In order to reduce RF radiation

around PEPL, a Faraday cage was built to enclose the entire source. RF noise on

the PEPL grounding lines was reduced by isolating all power lines on equipment

attached to the CTF from the facility via RF chokes or filters.

9.2 ReComm System Development

The goal of this research was to use an E × B field to create a “window” that

would allow the passage of electromagnetic waves through a plasma sheath. In order
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to test this, the ReComm system was developed and built. The system consisted

of a solenoid electromagnet with an iron base and core to boost the magnetic field

strength. In addition, two stainless steel electrodes created an electric field perpen-

dicular to the magnetic field. The original idea required that the magnetic field

be uniform and only in the z-direction, but due to the nature of the solenoid, the

field was not spatially uniform. In addition, the magnetic field diverged from the

z-direction into both the x and y-directions.

9.3 Helicon Source Plasma Properties

Once the helicon source was developed, it required characterization. First, the

plasma source was confirmed to be operating in helicon mode based on ion number

density profiles as functions of input power, magnetic field strength and radial (x)

position. The maximum ion number density inside the helicon source was found to

be about 2.5 × 1019 m−3. Next, the plasma downstream of the helicon source was

probed with a Langmuir probe and the ion number density, electron temperature and

plasma potential were found as functions of the probe position. These measurements

were made for two conditions: (1) an empty vacuum chamber and (2) the ReComm

system present in the vacuum chamber. A summary of the results is shown in Table

9.1.

The plasma source was also characterized by measuring the ion energy distri-

bution function at various locations downstream of the helicon source. This gave

the most probable ion voltage as a function of axial (y) position. These results are

also summarized in Table 9.1. Since the entire vacuum chamber was at the plasma

potential, and the retarding potential analyzer was grounded to the chamber, the
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Langmuir Probe Empty Chamber ReComm Present

Ion Number Density (m−3) 1.7 - 3.3×1017 0.55 - 1.27×1017

Electron Temperature (eV) 1.4 - 6.2 1.2 - 4.8

Plasma Potential (V) 25 - 65 26 - 56

Retarding Potential Analyzer

Most Probable Ion Voltage (V) 40 - 45 —

Plasma Potential (V) 40 - 50 —

Table 9.1: Helicon source characterization summary

most probable ion voltage did not require correction by the plasma potential. The

results show that the ions had essentially no directed energy and relied solely on the

drift velocity to move downstream. Finally, it was determined that the commonly

observed current-free electron double layer was not present in the PEPL source for

the operating conditions used in this dissertation.

9.4 ReComm System Effect

Table 9.2 summarizes the results from the experiments conducted with the ReComm

system operating downstream of the helicon source. The ReComm system caused a

decrease in the plasma density and a similar decrease in the plasma frequency. The

area where the ReComm system had the most impact was near the cathode, above

the iron core of the magnet (Figure 9.1).

The data obtained from the experiments were compared with those obtained from

computer simulations of the ReComm system. Overall, the simulations agreed with

the trends seen during ReComm system operation, but they differed with respect to

the magnitudes. In addition, the large density reduction seen with only the ReComm
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Maximum % Density Reduction - Langmuir Probe - z = -70 mm

Peak Bz

Vc 925 G 1385 G 1850 G

0 V 40% 50% 60%

-100 V 45% 50% 60%

-250 V — — 50%

z = -75 mm

0 V 35% 60% 70%

-100 V 50% 65% 80%

-250 V — — 80%

Maximum % Plasma Frequency Reduction - z = -75 mm, Bz = 2000 G

Probe Type

Vc Hairpin Resonance Probe S2-1 Probe

0 V 60% 63%

-250 V 78% 75%

Signal Attenuation at 1 GHz - S2-1 Probe

Peak Bz

Vc 0 G 2000 G

0 V -9 dB -1 dB

-250 V — -1 dB

Table 9.2: ReComm system results summary.

system magnetic field operating was not demonstrated in the computer simulations.

Thus, further investigation was required.

The ReComm system electric and magnetic fields were modeled with the COM-

SOL physics package. Using the electrostatics and magnetostatics solvers, traces of

electron trajectories as functions of the magnetic field only and of the magnetic field

coupled with the electric field were created. The tracing was performed for various

initial electron positions and velocities. It was shown that the divergent magnetic

field produced by the ReComm system magnet trapped and diverted the electrons
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Figure 9.1: Diagram showing region of greatest ReComm system effect.

before they encountered the electric field. The addition of the electric field more

efficiently directed the electrons, but the final result was still a lack of electrons over

the iron core of the magnet where an antenna would be located.

9.5 System Impact

The ReComm system has been proven to reduce the plasma number density.

However, with its current design, the system would be too inefficient and too heavy

to use for flight. This section discusses what would be required to make a system such

as this plausible as a flight model. A variety of changes would need to be addressed,

including making the system less massive, removing the water cooling requirement

and addressing any aerodynamic issues.

The ReComm system, as it was configured for this dissertation took up a large

volume and was quite heavy at about 50 kg, not including the mass of the required

power supplies. This is not acceptable for a spacecraft where every gram and square
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centimeter are accounted for, especially considering the cost of launching one kilo-

gram into orbit is approximately $11,000. In addition, putting that type of mass on

only one side of the re-entry vehicle could likely cause the capsule to tumble during

re-entry. Therefore, an equal amount of mass would be required on the opposite side

of the capsule, or the aerodynamic forces would need to be compensated in some

other way in order to offset the mass imbalance leading to more complication in the

system. One possible method for lowering the mass of the ReComm system is using

thinner wire to create the magnet. This would require a greater number of turns as

the resistance of the wire would be greater, but since the wire would be much thinner

than the 1/8-in copper tubing used for the current ReComm system setup, it would

be acceptable. Another method for creating a smaller, less massive magnet is using

an array of permanent magnets. Using permanent magnets would negate the need

for a power supply for the electromagnet, further reducing the mass of the system.

This idea would require further study in order to determine if a magnetic field that

is constantly present would cause other issues with the spacecraft. In addition, the

magnets would have to be studied to ensure that they did not lose their magnetism

due to the high thermal loads that occur during hypersonic velocities.

The fact that the current ReComm system setup uses water to cool the magnet

is something that would not be suitable on an actual flight system. The required

water chiller, pump and storage tank would add additional mass to the system. As

previously mentioned, keeping the system as light and small as possible should be

one of the goals for a flight system. In addition, water cooling the magnet adds

additional complication to the re-entry vehicle, which is unacceptable when one of

the main reasons for returning to a capsule-style re-entry vehicle is to minimize how

complicated the system becomes. Once again, the use of permanent magnets would

153



eliminate the water cooling requirement. Furthermore, a simple redesign of the

ReComm system magnet with thinner wire and more turns would lower the current

required to produce a sufficiently strong magnetic field, thus reducing the magnet

heating.

Aerodynamics are very important to a re-entry vehicle. If there is anything

protruding into the flow, it could be ripped off or melted by the extreme frictional

forces and heating that occur during hypersonic flow. This would most likely cause

the vehicle to begin tumbling, resulting in catastrophic failure of the craft. For this

reason, any system added to the external surface of a re-entry or hypersonic vehicle

must maintain as low a profile as possible. One solution for this was demonstrated

with the ReComm system: the electromagnet was beneath the “spacecraft surface”

that was represented by the mica sheet. This is a promising idea, but one would

need to ensure that the strong magnetic field under the heat shield did not in any

way interfere with the protection the shield is supposed to provide.

9.6 Suggestions for Future Work

The work presented in this dissertation establishes a solid foundation from which

future research into using an E×B field to ameliorate communications blackout can

move forward. The following is a summary of work that will expand on the research

presented here and lead towards a more flight ready ReComm system.

1. Different Plasma Source: Initially, a helicon source was chosen to produce

the plasma that simulated the properties found during atmospheric re-entry.

The reasoning behind this decision, as presented earlier, was that the scope

of this research was to understand how an E × B field affected the plasma
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number density. Since the number density produced by a helicon source is sim-

ilar to that found during atmospheric re-entry, the helicon source was deemed

appropriate. However, further research should be done using a plasma source

that more closely matches the flow conditions that are present during atmo-

spheric re-entry, such as a microwave discharge. One such property is the thin

sheath of a re-entry plasma. Since the helicon source created a thick, uniform

plume downstream that filled the vacuum chamber, the sheath thickness was

accounted for by placing the attenuation antennas the same distance apart

as the sheath thickness. However, the proximity of the antennas to one an-

other allowed for the propagation of evanescent waves. If the plasma sheath

itself were thin, then the antennas could be placed far enough apart so that

the extraneous waves would not fully propagate between them. Another big

difference between the helicon plasma source and the plasma sheath that ex-

ists during atmospheric re-entry is the neutral pressure. The neutral pressure

during helicon source operation was only 0.6 mtorr, but during atmospheric

re-entry the ambient pressure is at least 75 mtorr. Pressure increases as air

moves through a shock, so the pressure in the region where the plasma sheath

is present would be significantly higher. This increased neutral pressure would

result in more collisions, and thus a decrease in the effectiveness of the magnetic

field to contain electrons.

2. Different Surface Material Originally mica was used as the “spacecraft

surface” material because it is a dielectric ceramic. This is the type of material

that usually surrounds an antenna on a re-entry vehicle surface. However, the

majority of the re-entry vehicle usually consists of metals and graphite. Future

work should include investigations into how the surrounding material affects
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the operation of the ReComm system.

3. Different Gas Species Testing should be done to determine whether the

presence of a reacting species in the plume makes any big differences in the

operation of the ReComm system. During an actual atmospheric re-entry,

the air dissociates and the oxygen and nitrogen react with each other and

other species present. In addition, the species present in the atmosphere have

different masses than argon, resulting in a different response to the magnetic

field of the ReComm system.

4. Redesign of ReComm Magnetic Circuit: The ReComm system magnetic

field was not uniform, and it diverged away from the iron core of the magnet.

For this reason, the system did not behave as expected. Although significant

density reduction was observed with the magnetic field as it was, the circuit

should be redesigned so that a constant, uniform magnetic field exists in the

region downstream of the plasma source. The reason for this is that under-

standing exactly how the E × B field affects the plasma when the fields are

orthogonal is important. Some possible methods for redesigning the magnetic

circuit include using an array of permanent magnets or a number of solenoids so

that the magnetic field is less divergent. Another method for creating a more

uniform magnetic field is demonstrated in Hall thrusters and uses magnetic

materials to shape the field.

5. Increased Operating Pressure: This was touched on above, but increasing

the operating pressure of the system will allow for a better simulation of an

atmospheric re-entry plasma. A higher pressure surrounding the ReComm sys-

tem will allow for a stronger electric field to be maintained by the electrodes.
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The operating pressure as it was during this dissertation placed the system at

the bottom of the Paschen curve. The pressure could have been decreased, but

then the neutral pressure would be even lower than what is observed during

atmospheric re-entry. The pressure could not be increased because the cryop-

ump would saturate and no longer remove gas from the system, causing the

pressure in the vacuum chamber to increase to levels that the helicon source

could not sustain. Using a different pump on the system, such as a turbopump,

would solve the operating pressure issue. Helicon sources have been shown to

operate with pressures up to 5 mtorr, but at higher pressures, helicon mode

would no longer be attainable (50; 111).
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APPENDIX A

Langmuir Probe Analysis Flow Chart

159



Import data to Matlab

Average IV curves

Find floating potential: 
point where current = 0

Fit curve to ion 
saturation regime and 

subtract from remainder 
of IV curve

Do both of the following

Find ion number density:

€ 

ni,OML = −
1
Ap

dIi
2

dV
 

 
 

 

 
 
2πMi

1.27e3

Find electron 
temperature (eV)

€ 

Te =
V2 −V1
ln(I2 /I1)

OML analysis Thin sheath analysis

Find ion number density:

€ 

ni,thin = −
Isat

0.61Ase
Mi

Te

Find Debye length

€ 

λD =
kBTe
4πnee

2

Find sheath area

€ 

δ =1.02λD −
1
2
ln m

Mi

 

 
 

 

 
 

 

 
 

 

 
 

1
2

−
1
2

 

 

 
 

 

 

 
 

1
2

−
1
2
ln m

Mi

 

 
 

 

 
 

 

 
 

 

 
 

1
2

− 2
 

 

 
 

 

 

 
 

€ 

As,new = Ap 1+
δ
r

 

 
 

 

 
 

Does 
As,new=As?

No
Find Debye length

€ 

λD =
kBTe
4πnee

2

Yes

Is λD…

Find weighted average of 
density

Report thin sheath densityReport OML density
> 10< 3

else

€ 

ni,OML = −
1
Ap

dIi
2

dV
 

 
 

 

 
 
2πMi

1.27e3

€ 

Te =
V2 −V1
ln(I2 /I1)

€ 

ni,thin = −
Isat

0.61Ase
Mi

Te

€ 

λD =
kBTe
4πnee

2

€ 

δ =1.02λD −
1
2
ln m

Mi

 

 
 

 

 
 

 

 
 

 

 
 

1
2

−
1
2

 

 

 
 

 

 

 
 

1
2

−
1
2
ln m

Mi

 

 
 

 

 
 

 

 
 

 

 
 

1
2

− 2
 

 

 
 

 

 

 
 

€ 

As,new = Ap 1+
δ
r

 

 
 

 

 
 

€ 

λD =
kBTe
4πnee

2

Figure A.1

160



APPENDIX B

Residual Gas Analyzer (RGA)

A Residual Gas Analyzer (RGA) was used to determine the composition of the

gas downstream of the helicon source. This was done to make sure that there were

no unexpected species present in the plume of the helicon plasma while operating

with argon. In addition, the helicon source was operated with pure nitrogen and

with air.

B.1 RGA Setup

The RGA was a Kurt J. Lesker AccuQuad model SRS RGA-200 and was mounted

to a flange on the CTF directly downstream of the helicon source. It was located

more than a meter downstream of the source exit and along the same axial centerline

(x = 0 mm and z = 0 mm). To maintain an RGA inlet pressure below the 10−4 torr

upper limit, an auxiliary turbopump with an attached backing pump was placed on

a tee at the RGA entrance. Figure B.1a shows a schematic drawing of the RGA

setup and Figure B.1b is a photo of the RGA.

In order to ensure that the turbopump had negligible effect on the gas sample

entering the RGA, the conductance of the RGA-to-turbopump path, C2, needed to
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(a) (b)

Figure B.1: Residual gas analyzer setup. (a) is a schematic drawing and (b) is a
photograph.

be kept well below the turbopump speed, Sp, such that the pressure of the gas sample

was only a function of the pipe conductances (C1 and C2) and the chamber pressure

(Pc).

Ps =
Pc

1 +
(

C2

C1

)
�
��

��*
C2<<Sp(

Sp

Sp+C2

) (B.1)

After the gas entered the RGA, it was ionized and the particle mass per unit charge

was measured with a channel electron multiplier (CEM).

B.2 RGA Results

The results are presented as molar concentration as a function of helicon source

input power for air, nitrogen and argon gas inputs. Without exception, the species

concentrations were independent of the input power while the plasma source was

operating in helicon mode. Figure B.2 shows the results of RGA testing. As ex-
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Figure B.2: Species molar concentrations as a function of helicon source input power.
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pected, when the nitrogen gas was flowing, there was N2 and molecular nitrogen (or

ionized N2) present. When the helicon source was operating with air, the dominant

gas was again N2 with significant amounts of O2. With argon flowing, argon was

most prevalent, but ionized argon was also present in significant amounts. This was

somewhat surprising so far downstream of the plasma source.
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APPENDIX C

Testing Matrices for All Data Points
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Table C.1: Testing Matrix for Verifying Helicon Mode
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Table C.2: Testing Matrix for Plasma Characterization: No ReComm System
Present Downstream
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Table C.3: Testing Matrix for Plasma Characterization: ReComm System Present
Downstream
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Table C.4: Testing Matrix for Plasma Characterization: Ion Energy Distribution
Functions
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Table C.5: Testing Matrix for Plasma Density Reduction Measurements with the
Langmuir Probe
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Table C.6: Testing Matrix for Plasma Frequency and Signal Attenuation Measure-
ments: Trial 1
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Table C.7: Testing Matrix for Plasma Frequency and Signal Attenuation Measure-
ments: Trial 2
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APPENDIX D

Additional Downstream Results from Langmuir

Probe Testing
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D.1 Empty Chamber Downstream

Figure D.1: Ion number density downstream - empty chamber for (a) z = -10 mm,
(b) z = -20 mm, (c) z = -40 mm, (d) z = -50 mm and (e) z = -70 mm.
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Figure D.2: Electron temperature downstream - empty chamber for (a) z = -10 mm,
(b) z = -20 mm, (c) z = -40 mm, (d) z = -50 mm and (e) z = -70 mm.
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Figure D.3: Plasma potential downstream - empty chamber for (a) z = -10 mm, (b)
z = -20 mm, (c) z = -40 mm, (d) z = -50 mm and (e) z = -70 mm.
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D.2 ReComm System Present Downstream

Figure D.4: Ion number density downstream - ReComm system present for (a) z =
-10 mm, (b) z = -20 mm, (c) z = -40 mm and (d) z = -50 mm.
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Figure D.5: Electron temperature downstream - ReComm system present for (a) z
= -10 mm, (b) z = -20 mm, (c) z = -40 mm and (d) z = -50 mm.
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Figure D.6: Plasma potential downstream - ReComm system present for (a) z = -10
mm, (b) z = -20 mm, (c) z = -40 mm and (d) z = -50 mm.
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APPENDIX E

Axial Plots of Density Reduction Along Two Axes

Plots were produced for the density reduction as a function of position along two axes

for the two vertical planes (z = -70 mm and z = -75 mm). The first set were found

along the x = -20 mm axis for varying y-position. The second set were found along

a line varying in x and y. The axis along which the data were taken is shown in the

corresponding figures. Each set of figures shows results from the ReComm system

operating alone, and from the ReComm system operating with the electric field.

The data are independent of these two axes, as both cases show similar behavior:

the density reduction increases closer to the iron core and the cathode.
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E.1 Peak Bz = 925 G

Figure E.1: Density Reduction as a function of y-position and cathode voltage along
x = -20 mm for Bz = 925 G.

Figure E.2: Density Reduction as a function of y-position and cathode voltage along
the line x = y − 390 for Bz = 925 G.
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E.2 Peak Bz = 1385 G

Figure E.3: Density Reduction as a function of y-position and cathode voltage along
x = -20 mm for Bz = 1385 G.

Figure E.4: Density Reduction as a function of y-position and cathode voltage along
the line x = y − 390 for Bz = 1385 G.
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E.3 Peak Bz = 1800 G

Figure E.5: Density Reduction as a function of y-position and cathode voltage along
x = -20 mm for Bz = 1800 G.
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Figure E.6: Density Reduction as a function of y-position and cathode voltage along
the line x = y − 390 for Bz = 1800 G.
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ABSTRACT

Use of a Helicon Source for Development of a Re-Entry Blackout Amelioration

System

by

Kristina Marian Lemmer

Chair: Alec D. Gallimore

During atmospheric re-entry and hypersonic flight, a bow shock forms around the

vehicle leading edge. The air becomes super-heated as it passes through the shock,

ionizes and forms a plasma sheath. This sheath prevents transmission of electromag-

netic waves with frequencies similar to those used for radio communications. This

phenomenon is referred to as the “communications blackout.” In this dissertation,

hypersonic communications blackout is studied, and a method for ameliorating the

blackout is presented.

A plasma source was designed and built for the purpose of simulating a re-entry

plasma sheath. The plasma number density in a re-entry plasma sheath ranges from

1014 m−3 to 1018 m−3. A helicon source was chosen to simulate the conditions during

atmospheric re-entry because it produces high-density plasma while maintaining that

density downstream of the source. For this reason, and because the electron temper-

ature downstream of the source (1 eV to 6.5 eV) is of a similar order of magnitude as



that found during re-entry (0.4 eV to 1 eV), the helicon source was deemed appro-

priate. The Plasmadynamics and Electric Propulsion Laboratory helicon source was

found to produce an upstream ion number density of 2.5 × 1019 m−3. Downstream,

where experiments with the plasma amelioration system were performed, the number

density ranged from 0.55 × 1017 m−3 to 3.3 × 1017 m−3, which represent altitudes

between 65 km and 75 km.

After characterizing the helicon plasma source, the amelioration system was

placed downstream. The re-entry and hypersonic vehicle plasma communications

(ReComm) system consists of a single solenoid electromagnet with two electrodes

perpendicular to the magnetic field. The crossed fields direct plasma away from a

region surrounding an antenna, creating a “window” in the sheath through which

radio signals can pass. Langmuir probe, hairpin resonance probe and signal attenua-

tion measurements show that the system is effective at reducing the number density

to 80% of that measured when no fields are present. However, the system did not

perform as expected. The majority of the reduction occurred with only the pres-

ence of the magnetic field. Possible explanations were studied using both analytical

methods and COMSOL to model the fields. The shape of the magnetic field itself

contributed greatly to the plasma number density reduction.


