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Abstract 

The gasdynamic mirror (GDM) is a magnetic confinement device that has been 

proposed as a concept which could form the basis of a spacecraft propulsion system by 

accelerating its ionized propellant without the endurance limitations imposed by 

electrodes.  The geometry of the GDM is that of a simple magnetic mirror, with a 

magnetic field configuration resembling that of a meridional nozzle where the fluid flow 

velocity is everywhere parallel to the magnetic field lines.  The magnetic field strength is 

stronger at the ends, called mirrors, than at the center, producing a turning force that 

helps confine the plasma ions long enough for heating before being ejected through one 

of the mirrors that serves as a magnetic nozzle.  Gasdynamic mirrors differ from most 

other mirror-type plasma confinement schemes in that they have a larger aspect ratio and 

higher plasma density in order to achieve better confinement and provide plasma stability 

without the complicated equipment required by low-aspect ratio, low-density mirror 

machines. 

This work aims to study and characterize the plasma dynamics inside the GDM 

through both modeling and experiments.  A physics-based model was developed that 

models the plasma dynamics inside an asymmetric GDM, where the two mirrors have 

different magnetic field strengths to bias the flow of ions to one end in order to produce 

thrust.  The model allows the prediction of plasma characteristics such as the plasma 
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temperature, confinement time, particle energy and the magnitude of the ambipolar 

potential, as well as system attributes such as the system length and mass. 

For the experimental study, a proof-of-concept model of the GDM was built that 

was driven by a 2.45 GHz microwave source.  Ionization comes from electron cyclotron 

resonance heating (ECRH).  Langmuir probe measurements provide 2D maps of the 

plasma density and temperature inside the GDM.  A maximum ion density exceeding 

1017 m-3 and an electron temperature between 4 and 5 eV were found in the central 

section of the GDM.  The density profile suggested ion trapping near the exit mirror, and 

the plasma potential results hinted at the presence of an acceleration zone in the vicinity 

of the exit mirror. 
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Chapter 1  

Introduction 

1.1 Motivation 

 Spacecraft propulsion dictates mission feasibility.  The chemical rocket is the 

most traditional form of spacecraft propulsion and still comprises the majority of the 

systems used today.  In a chemical rocket, the energy source is the propellant enthalpy; 

i.e. the energy stored in the chemical bonds of the propellants [1].  Combustion between a 

fuel and an oxidizer releases this energy, which is then converted to directed kinetic 

energy via a convergent-divergent nozzle.  However, the issue with chemical propulsion 

is the inherently limited energy that is available in the propellant chemical bonds, which 

limits the efficiency and performance of chemical rockets.  This limitation is reflected in 

the system’s relatively low specific impulse (Isp

Specific impulse is defined as the thrust generated per unit weight of propellant 

consumed over time and is a measure of the propellant use efficiency [

), or equivalently its exhaust velocity. 

2].  Low Isp

3

 

translates to large propellant requirements that can significantly limit the payload mass, 

and in the worst case result in missions that are not practical or possible for chemical 

rockets no matter how large or how many stages the vehicle has.  Generally, it is not 

practical to perform a space mission where the mission ∆V is several (e.g. two to three) 

times the propulsion system’s exhaust velocity [ ]. 
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Electric propulsion (EP) has the advantage of not being limited by propellant 

chemistry.  Energy is supplied by an external power source, and the propellant is 

accelerated via electrical heating, electrostatic forces, or electromagnetic forces to 

produce thrust [4].  Systems such as ion and Hall thrusters have enabled missions that 

would otherwise be impractical or undesirable with traditional chemical rocket systems.  

Since an EP system can operate continuously at high Isp

Although currently the most common applications for EP are low-thrust 

operations such as station-keeping, orbit-raising and attitude control for satellites, its 

capability has been demonstrated in various space missions [

, it can propel a spacecraft to very 

high velocity over a period of time. 

5,6].  High-∆V missions that 

EP is well suited for include comet encounter, sample return, outer solar system and 

deep-space robotic missions, due to its much higher specific impulse, which significantly 

reduces the amount of propellant needed.  However, due to its inherently low thrust, 

current EP systems cannot adequately enable highly energetic or high-mass, deep-space 

missions, such as fast sample returns from the outer planets and the Kuiper belt.  EP 

systems are also inadequate for future cargo or piloted missions to Mars, where a fast 

transit time is desirable.  Such missions require a high-thrust, high-Isp

The magnetoplamadynamic (MPD) thruster has been suggested as a candidate for 

those sorts of missions, due to its potential for high thrust and high I

 system. 

sp

7

.  However, 

electrode erosion (as high as 0.2 µg/C [ ]) has been one of the major obstacles in the 

development of MPD thrusters.  Designs with no electrodes therefore have the potential 

to offer longer life and increased reliability, as well as enabling a higher power density. 
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The VASIMR 8, proposed by Dr. Franklin Chang Diaz, is one such design [ ,9].  

It has the ability to vary both thrust and specific impulse.  VASIMR uses a helicon source 

to create a plasma, which is heated via ion cyclotron heating (ICH) and subsequently 

ejected through a magnetic nozzle. 

The gasdynamic mirror (GDM) propulsion system, the topic of this dissertation, is 

another concept with the potential to address these highly energetic missions, while 

circumventing the issue of electrode erosion.  The GDM, like VASIMR, is also an 

electrodeless design.  In addition, the GDM can form the basis of an electric plasma 

thruster as well as a nuclear propulsion system and thereby has the potential to carry out 

missions in both the near and very far future. 

1.2 Rocket Performance 

 The above can be put into more quantitative terms by considering Tsiolkovsky’s 

rocket equation [10]: 

 eu
V

propf e
m

mm
m
m ∆−

=
−

=
0

0

0

 (1.1)  

The mass fraction on the left is the ratio of the initial rocket wet mass 0m  includes the 

final dry mass fm  (which includes the payload) and the propellant mass propm .  ∆V is 

mission-dependent and denotes the necessary rocket velocity change to perform the 

mission, while eu  represents the effective exhaust velocity of the propellant.  Equation 

(1.1) therefore says that in order to accelerate an appreciable amount of rocket dry mass, 

the propellant exhaust velocity needs to be on the same order as the mission ∆V 

requirement. 
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 The specific impulse (Isp

∫Tdt

), introduced in the previous section, is an important 

measure of rocket performance, along with the rocket thrust.  The specific impulse is 

defined as the amount of thrust produced per weight of propellant consumed per unit 

time, or the impulse  per unit of propellant weight.  Assuming neglible pressure 

thrust, the thrust is given by 

 eumT =  (1.2) 

The specific impulse is then given by 

 
g
u

gm
T

W
TI e

sp ===




 (1.3) 

where T is the thrust, m  is the propellant mass flow rate, and g is gravitational 

acceleration at the Earth’s surface; i.e. 9.81 m/s2 (1.3).  Inserting Eq.  into Eq. (1.1) and 

rearranging gives the following expression for the propellant mass fraction: 

 








 ∆
−−=

sp

prop

gI
V

m
m

exp1
0

 (1.4) 

Equation (1.4) implies that for a given mission ∆V, a higher specific impulse requires less 

propellant mass, resulting in more available mass for the rocket payload.  Alternatively, 

for a given payload mass and a given amount of propellant, a higher specific impulse 

translates into a higher ∆V that can be achieved, meaning more demanding missions can 

be performed. 

While the best chemical rockets such as the Space Shuttle main engine can 

produce about 450 seconds of specific impulse [10], a high-power xenon Hall thruster 

can have an Isp above 3000 seconds.  A high-power ion thruster (such as the HiPEP) can 

produce even higher Isp 11, as much as 9000 seconds [ ]. 
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The benefits and necessity of a high specific impulse system for future 

exploration missions become apparent when one considers a one-way trip to Mars 

without the use of gravity assist or aerobraking.  A propulsion system Isp of 300 s would 

require almost 86% of its initial mass as propellant for this mission, versus 18% for 3000 

s Isp 12 [ ]. 

 Electric propulsion systems require input power to operate.  Unlike a chemical 

rocket, their performance is not limited by the working fluid, but rather by the amount of 

power available.  The thrust efficiency of an EP system is given by the following: 

 
in

e

in

T
T P

um
P
P

2

2


==η  (1.5) 

Using Eqs. (1.2) and (1.3), we can rewrite the thrust efficiency to obtain the thrust-to-

power ratio of an EP system: 

 
sp

T

e

T

in gIuP
T ηη 22

==  (1.6) 

Equation (1.6) shows that 1−∝ spIT  for constant input power, leading to the inherent 

tradeoff between thrust and specific impulse.  The operating conditions are then set by 

the mission requirements. 

As noted at the start of this section, since high specific impulse is often necessary 

for many future exploration missions with demanding ∆V requirements, Eq. (1.6) implies 

that the system thrust will be small for a given amount of power.  The intrinsically low 

thrust of EP systems, such as ion and Hall thrusters, sometimes leads to longer spacecraft 

trip times, which may or may not be acceptable depending on the mission.  When human 

planetary exploration missions finally become feasible, trip times must especially be kept 

as short as possible to limit the physical health risks of space travel due to extended 
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exposure to space level radiation and weightlessness, as well as psychological effects 

from long-term confinement [13].  These highly-energetic missions therefore require not 

only high specific impulse for propellant efficiency, but also high thrust to shorten 

mission times. 

Equation (1.6) shows that higher thrust can be achieved by increasing the input 

power, for a given specific impulse.  Since higher power densities are generally 

achievable in plasmas through magnetic rather than electrostatic interactions; i.e. 

( ) ( ) 2
00

2 22 EB εµ >>  for realizable fields [14], the magnetoplasmadynamic (MPD) 

thruster has been regarded as a leading candidate for future missions such as heavy-lift 

Mars transfer due to its high power capabilities.  However, in practice, MPD thruster 

efficiencies have not exceeded 35% using noble gases even at megawatt power levels 

[14].  These inefficiencies, along with electrode erosion problems, have significantly 

slowed MPD thruster development. 

1.3 Magnetic Mirror 

 The improved lifetime and reliability of an electrodeless plasma thruster can be 

highly desirable for long duration missions.  In addition, for relatively fast solar system 

exploration, a vehicle with specific power of at least 10 kW/kg and specific impulses in 

the range of 10,000 to 100,000 seconds [15] would also be desirable.  Other high ∆V or 

high-mass missions include human transit between planets and cargo missions with large 

payload mass fraction.  Fusion-based propulsion systems would be quite suitable for 

these sorts of missions if they could be built in reasonable sizes. 

 One of the oldest thermonuclear plasma confinement concepts is the magnetic 

mirror.  Mirror-type fusion devices use an open magnetic field line configuration called a 
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magnetic well to confine the plasma.  Confinement in these devices is achieved due to 

constraints on particle motion imposed by the conservation of magnetic moment and 

energy. 

In an effort to develop mirror machines for terrestrial fusion power, extensive 

physics research and engineering development have been carried out for the past several 

decades.  The earliest mirror machines were built at the Lawrence Livermore 

Laboratories in the late 1950’s and early 1960’s to demonstrate stable plasma 

confinement [16].  Results of these experiments were less than satisfactory; a 

magnetohydrodynamic (MHD) instability known as the flute instability proved to be a 

major problem.  This instability arises as a result of the unfavorable (concave toward the 

plasma) curvature of the magnetic field lines near the magnetic mirrors.  It is the 

pressure-driven version of the Rayleigh-Taylor instability and is so called because the 

perturbation of a quasi-cylindrical plasma surface resembles a fluted Greek column.  The 

plasma “flutes” extend radially outward from the central plasma column, quickly striking 

the containment wall.  Contact with the wall causes the plasma to cool, as well as leading 

to the loss of confinement.  One way to suppress the MHD flute instability involves the 

installation of current-carrying Ioffe bars [17] to create a “minimum B” configuration, 

where only “favorable” (i.e., convex toward the plasma) B-field curvature exists within 

the mirror. 

 Another type of instability found in a magnetic mirror is called the loss cone 

microinstability.  This instability is caused by asymmetry in the plasma ion velocity space 

due to the loss of particles with velocity space components falling within the mirror loss 

cone.  Though not as dangerous as the MHD modes, these microinstabilities can lead to 
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local turbulence and enhanced diffusion across the magnetic field lines, resulting in short 

confinement times and excessive plasma loss. 

Although these microinstabilities are difficult to control, theoretical analyses 

suggest that they would not pose any major problem in a larger machine.  As a result, 

larger mirror machines have been built and tested, culminating in the construction of 

what would have been the largest mirror experiment in the U.S., the Mirror Fusion Test 

Facility mod B (MFTF-B).  MFTF-B was completed in the early 1980’s, but the project 

was canceled in favor of the Tokamak Fusion Test Reactor (TFTR) and was 

unfortunately never operated [16].  The linear mirror concept has been largely abandoned 

as a potential terrestrial power reactor because the Q value (ratio of energy out to energy 

in) only slightly exceeded unity, as opposed to >15-20 that is generally desired for power 

generation.  As a result, the traditional mirror configurations were never able to produce 

an attractive power gain factor. 

 Although unacceptable as a terrestrial reactor, this Q value is quite adequate from 

a propulsion standpoint; as long as Q is greater than one, the fusion reaction will be self-

sustaining.  Another quality that lends the magnetic mirror naturally to propulsion 

applications is that the open magnetic field line configuration allows for easy ejection of 

the plasma to produce thrust.  Indeed, the open-ended geometry, which inevitably allows 

plasma ions to escape and carry with them sufficient energy to render the simple mirror 

unacceptable as a terrestrial reactor, is exactly what is desired in a propulsion system. 

1.4 Aim of Project 

 A type of mirror machine, called the gasdynamic mirror or GDM, was proposed 

by Kammash [18] as a propulsion device.  My research aims at understanding and 
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modeling the plasma dynamics inside the GDM and validating the concept as a 

propulsion system.  Theoretical and experimental efforts are carried out to characterize 

the plasma inside the GDM, which include the following: 

• A physics-based model was formulated to describe the plasma dynamics inside an 

asymmetric gasdynamic mirror.  Magnetic field asymmetry, where the mirror ratios 

for the two ends of the mirror are different, is necessary to bias the flow of plasma 

through one end of the machine to produce thrust.  The model provides a set of 

governing equations that can be solved to obtain the plasma parameters inside the 

GDM. 

•  A computer code was written based on the above physics-based model.  Since the set 

of equations are interdependent, pure analytic solutions are not possible.  For a given 

set of input parameters, the code solves for a set of self-consistent values for the 

various quantities.  The outputs from the code allow us to predict the plasma 

parameters inside the GDM, such as the particle energies, confinement times, and 

magnitude of the ambipolar potential, as well as physical parameters such as the 

plasma length and mass of the system. 

• Experiments were carried out to study the plasma dynamics inside the GDM.  The 

main goal here is to characterize the plasma and compare with computational results 

where applicable.  To achieve that goal, a microwave plasma source was built for our 

proof-of-concept model of the GDM.  In this source, energy is coupled to the plasma 

electrons via electron cyclotron resonance heating (ECRH).  Although the GDM was 

initially proposed as a fusion propulsion system, this demonstrated that the GDM can 

also function as a plasma thruster driven by an external power source, using 
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technologies that have largely been developed.  Thus, the GDM is a versatile concept 

with the ability to satisfy both near term and future missions depending on available 

technologies. 

1.5 Dissertation Overview 

 Chapter 2 describes the gasdynamic mirror propulsion concept and investigates its 

use as a fusion and a fission propulsion scheme.  Numerical performance results will be 

presented.  Chapter 3 presents the derivation of the physics model governing the plasma 

dynamics inside the GDM, followed by a description of the GDM code.  Chapter 4 

describes our ECR-GDM experiments, the design of our GDM and the microwave 

plasma source, and the experimental setup and diagnostics.  Chapter 5 presents the 

experimental results.  Chapter 6 concludes the research and recommends future work. 
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Chapter 2  

The Gasdynamic Mirror Concept 

 The gasdynamic mirror [19] is a type of magnetic mirror confinement system with 

a large aspect ratio (length >> radius) operating at a high plasma density to overcome the 

major instability modes found in classical mirror machines.  In contrast to a classical 

mirror for which the ion mean free path is much greater than the system length, the ion 

confinement time in a gasdynamic mirror is a much stronger function of the mirror ratio.  

Thus, increasing the mirror ratio in a gasdynamic mirror produces a much greater effect 

on plasma confinement, and as such gasdynamic mirrors are usually operated at high 

mirror ratios. 

2.1 Linear (Mirror) Confinement Scheme 

 There are two main types of magnetic confinement schemes: linear and toroidal.  

The tokamak is an example of a toroidal device.  As the name suggests, these devices 

form a torus or donut shape, and therefore are also called closed-ended devices.  Due to 

the shape, end losses are eliminated, and good confinement can be achieved.  However, 

due to difficulty in extracting the plasma efficiently into a directed exhaust because of the 

closed field lines, toroidal devices do not lend themselves readily to propulsion 

applications. 
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 Linear devices or mirrors are also called open-ended devices.  In their simplest 

form, they consist of an open cylinder around which current-carrying conductors are 

wrapped.  This produces an axial magnetic field in the enclosed space similar to that 

found inside a solenoid.  Unlike a simple solenoid, the magnetic field is designed to be 

stronger at the ends of the machine than at the center.  This enhanced field strength can 

be achieved by increasing the current through the end coils or by having more coils per 

unit length.  The result is a field geometry that confines particles between the ends.  

These ends are referred to as mirrors since they reflect charged particles in much the 

same way as optical mirrors reflect light, preventing them from escaping too quickly.  

Figure 2.1 illustrates the geometry of a simple mirror. 

 

 

Figure 2.1.  A simple mirror geometry. 
 

 The basis for magnetic mirror confinement is the adiabatic invariance of the 

magnetic moment µ; i.e. the magnetic moment of a gyrating particle is a constant of 

motion.  This can be expressed as follows as the particle travels along the magnetic field, 
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where ⊥W  is the kinetic energy of the particle perpendicular to the field line, and the 

subscripts m and c denote the corresponding values at the mirror and center, respectively.  

Furthermore, conservation of energy states that, in the absence (or until) interactions with 

other particles, the total particle energy is also constant; i.e., 

 constant
2
1

2
1

2
1 2

//
2

//
2 =+=+== ⊥⊥ mvmvWWmvW  (2.2) 

and its energy is simply exchanged between the parallel and perpendicular components as 

it gyrates along the magnetic field. 

 Rearranging Eq. (2.1), we obtain an equation relating the magnetic field and the 

perpendicular particle velocity at the mirror and the center, 
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where we have also defined the ratio of the mirror to center magnetic field strengths as 

the mirror ratio R. 

 Going back to Eq. (2.2), since µ is constant, it follows that 

 BWW µ−=//  (2.4) 

Equation (2.4) therefore states that as the magnetic field becomes stronger (i.e. as the 

particle moves towards the mirror) the parallel component of its kinetic energy decreases 

until µB becomes large enough to equal the particle’s total kinetic energy W leaving zero 

parallel energy, at which point all of its kinetic energy is in the cyclotron motion and the 

particle gets reflected.  This happens at both mirrors, and the particle becomes confined.  

However, for high-energy particles and those particles whose orbits are along the field 

lines at or near the centerline of the device (such that their magnetic moments are small), 

µB never increases enough to cancel W even at the mirrors.  As a result, these particles 
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escape confinement unless the mirror field is made so large that it is effectively infinite.  

Prevent leakage this way would not be technologically possible.  Thus, a magnetic mirror 

is inherently lossy, although there are ways to reduce the energy loss, such as direct 

conversion of the energy of the escaping particles into electricity [20].  While the 

leakiness of the magnetic mirror is not desirable for a fusion reactor, it is precisely what 

is needed for a propulsion system. 

 In order to put the above observation more quantitatively, consider a particle with 

a magnetic moment such that the maximum B field at the mirror mB  is just enough to 

deflect it.  Since the total kinetic energy is conserved, we can write the following at the 

deflection point, where 0// =mv : 

 222
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Combining Eqs. (2.3) and Eq. (2.5), we have 
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where 

 
c

c

v
v ⊥=αsin  (2.7) 

defines α to be the angle the particle velocity vector makes with the local magnetic field 

line, as depicted in Figure 2.2.  Hence, the minimum cc vv ⊥  a particle must possess for 

confinement is related to the magnetic fields as follows: 
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Figure 2.2.  Particle motion in a magnetic mirror showing the loss cone angle α [16].  The curves 
are the magnetic field lines. 
 

The angle α is known as the loss cone angle.  Any plasma particle whose phase space 

velocity yields an angle greater than α will be trapped by the magnetic mirror, while 

those yielding an angle smaller than α will escape. 

 Equation (2.8) also shows that increasing the mirror ratio has the effect of 

decreasing the loss cone angle, thus allowing more particles to be trapped and leading to 

good confinement.  Good confinement is desirable not only when using a magnetic 

mirror as a fusion reactor, but also when using a magnetic mirror as a propulsion system.  

In both cases, good confinement allows the plasma to be retained long enough for 

sufficient heating.  Of course, good confinement needs to be balanced against the 

function of a propulsion system, which is to eject the plasma and produce thrust.  Another 

benefit of high mirror ratios, as will be shown, is that the length (and hence the mass) 

necessary to achieve self-sustained fusion is inversely proportionally to the mirror ratio. 
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2.2 The GDM Propulsion Concept 

2.2.1 Confinement Principle 

 Simply put, the GDM propulsion concept is a magnetic mirror confinement 

system in which the propellant (in the form of a dense plasma) is confined for a period of 

time while being heated, and then accelerated through the magnetic nozzle to produce 

thrust.  Unlike a classical collisionless mirror fusion reactor, where a plasma ion will 

traverse the device several times before undergoing a scattering collision [20], the 

underlying confinement principle of the GDM is based on a different premise.  In a GDM 

reactor, the plasma density and temperature will have such values as to make the ion-ion 

collision mean free path much shorter than the characteristic dimension of the system; 

e.g. the plasma length.  Under these conditions the plasma behaves like a fluid, and its 

escape from the system would be analogous to the flow of a gas into vacuum from a 

vessel with a hole.  Therefore, its confinement properties can be described by gasdynamic 

laws (hence, its name). 

A first order expression for the confinement time in the GDM can be obtained by 

considering the plasma flux leaving the system and the total number of particles in the 

system.  Figure 2.3 illustrates this geometry. 

 

Figure 2.3.  Schematic of the gasdynamic mirror propulsion system [18]. 
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 The plasma flux across each mirror is given by thnvA0 , where 0A  is the mirror 

throat area, n is the plasma density and thv  is the particle thermal velocity.  The total 

number of particles in the system with a central region area cA  and plasma length L is 

approximately LnAc . 

Consider an equal mirror ratio for both mirrors; in this case, the plasma flux 

across each mirror is on average the same.  The time it takes all the particles to escape, 

namely the confinement time, can be expressed by the following, 
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where pr  and mr  are the plasma radius and mirror throat radius, respectively.  Now if we 

assume these radii are on the same order as the ion gyroradius in the corresponding 

region, then we have the following, 
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where pB  denotes the magnetic field in the plasma and pR  is the mirror ratio seen by the 

plasma; i.e. the plasma mirror ratio.  These are different from the vacuum quantities since 

the presence of plasma reduces the apparent magnetic field and are related to their 

vacuum counterparts by 
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where the subscript 0 denotes vacuum quantities, and β is defined as the ratio of plasma 

pressure to confining magnetic field pressure. 
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Note that in deriving Eq. (2.10), we invoked Eq. (2.3) to relate the perpendicular 

particle velocity and the magnetic field, namely pmpcmc BBvv =⊥⊥
22 .  Therefore, the 

confinement time in Eq. (2.9) becomes 
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Unlike the classical mirror for which the confinement time is only a logarithmic function 

of the mirror ratio, the GDM has a stronger (linear) dependence.  Thus, increasing the 

mirror ratio in the GDM provides a much greater increase in the confinement time than in 

a classical mirror. 

Recall that Eq. (2.14) is derived based on the condition that the plasma is 

collisional, and confinement requires that the ion collision mean free path λ be much 

shorter than the plasma length; i.e. L<<λ .  However, as it turns out, when 1>>pR , it is 

sufficient that LRp <<λ  in order to satisfy confinement.  The term pRλ  can be 

thought of as an effective mean free path against scattering through an angle on the order 

of the loss cone angle. 

2.2.2 Basic Principle of Operation 

 The magnetic configuration of the GDM is that of a simple magnetic mirror in 

which the magnetic field strength at the ends (mirrors) is stronger than that in the central 

section.  For a system with a large aspect ratio (ratio of plasma length to radius), the 
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system is azimuthally symmetric and the fluid flow velocity is everywhere parallel to the 

magnetic field lines.  The GDM will be magnetically asymmetric (i.e. with asymmetric 

mirror ratios) in order to bias the flow of plasma toward the thrusting end of the device.  

The stronger field at the mirrors allows the plasma to be confined well enough to be 

heated by injected power before escaping through the weaker mirror, which acts as a 

magnetic nozzle to produce thrust. 

Once propellant gas is injected into the GDM and a plasma is formed, electrons 

will escape rapidly through the mirrors due to their small mass, leaving behind an excess 

of positive charge that manifests itself in a positive electrostatic potential.  The electric 

field generated by this ambipolar potential accelerates the ions while slowing down the 

electrons, causing both species to leave the mirror at equal rates and producing a charge-

neutral propellant beam.  Because hotter electrons produce a larger electrostatic potentials 

(and hence a larger accelerating electric fields), the proposed system can be viewed as a 

variable specific impulse device if the input power can be adjusted to match the mission 

requirements.  Moreover, asymmetry in the mirror ratios controls the propellant mass 

flow through the magnetic nozzle, and thus the GDM has the potential to function as a 

variable thrust system as well. 

2.2.3 Plasma Stability Concerns 

As alluded to in Section 1.3, there are two main plasma instability modes that can 

arise in a magnetic mirror device.  The first is a MHD mode called the flute instability.  

In an effort to suppress this, the GDM thruster will have a large aspect ratio (length-to-

diameter ratio) in order to minimize the unfavorable (concave toward the plasma) 

curvature of the magnetic field lines along the length of the device that drives this 
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instability.  In addition, early experiments with the Gasdynamic Trap at the Budker 

Institute Novosibirsk in Russia had suggested that the flute instability can be stabilized by 

a sufficient amount of plasma in and beyond the mirror region [21].  Other studies by 

Nagornyj et al. [22] have also shown that large mirror ratios in a high aspect ratio 

gasdynamic trap can have a stabilizing effect.  Since the GDM satisfies these conditions 

and is designed to operate at high plasma density, with density just beyond the mirror 

being comparable to that in the central section, it is therefore possible to stabilize the 

plasma against flute instability in the GDM. 

Furthermore, the high collisionality manifested by the small ion collision mean 

free path tends to repopulate the “loss cone” in ion velocity space.  This prevents the loss 

cone microinstability, which is a result of velocity space asymmetry, from occurring.  

Experimental results have not indicated the presence of these microinstabilities [16]; 

however, even if they are present, the confinement time in a gasdynamic confinement 

system is not very sensitive to loss cone instabilities (unlike a classical mirror system, 

which is sensitive to these microinstabilities) [23].  In theory, microinstabilities appear 

only to be a problem in a high-temperature, low-density plasma. 

Other experiments have also demonstrated that the gasdynamic confinement 

scheme is capable of supporting a high-β plasma [23].  Since β is a measure of how 

effective the magnetic field is in confining the plasma and is very sensitive to the 

aforementioned instabilities, high-β operation indicates that the system is operating with a 

high degree of plasma stability.  In short, with careful design, we could circumvent major 

plasma stability problems that can prevent the proposed thruster from functioning 

effectively as described.  Although sizable magnetic fields would be required for plasma 
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confinement in high-power operation, propulsion device mass can be reduced with the 

use of high-temperature superconducting magnets.  These magnets are currently being 

investigated and will hopefully be developed in the time frame of interest.  Other 

techniques such as magnetic field reversal near the mirror region [24,25] may also yield 

mass reductions.  Also, as mentioned in Section 1.1, the GDM is simply a plasma 

confinement and acceleration device.  Thus, it can form the basis of an electric plasma 

thruster as well as a fission/fusion propulsion system.  With the impressive progress 

being made in the development of high-power microwave sources (gigaWatts of power at 

giga-Hertz frequencies), the evolution of the GDM thruster into a MW-level system for 

use in cargo and human interplanetary missions appears to be very promising. 

2.3 Fusion Concept Studies 

2.3.1 Concept Description 

The gasdynamic mirror was originally proposed by Kammash [18] as a means to 

utilize fusion reactions as a source of power for a space propulsion system.  The system 

has a cross-sectional view illustrated in Figure 2.4.  The halo thickness and magnet-shield  

 
Figure 2.4.  Cross-sectional view of the GDM fusion propulsion system. 
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gap were chosen to be 10 cm and the shield thickness was chosen to be 42 cm for our 

studies of the system [26]. 

The system is maintained at a steady-state by injecting fusion fuel in the region of 

a homogeneous magnetic field at a rate that replaces the amount lost from the mirrors.  

The fuel is confined long enough to allow fusion reactions to take place.  Charged 

particles escaping through one end of the system contribute to the thrust.  Charged 

particles escaping through the opposite end enter a direct converter that recovers the 

energy carried away by the particles at an efficiency Dη .  Radiative losses 

(Bremsstrahlung and synchrotron radiation) are recovered by a thermal converter with an 

efficiency tη .  The recovered power is then recirculated back to the GDM fusion reactor 

to keep the plasma hot and sustain the reaction. 

2.3.1.1 Lawson Criterion 

To be practical, the fusion engine needs to exceed the “breakeven” condition, 

such that the energy from the fusion reaction is greater than that required to initiate 

fusion.  The system is self-sustaining when it is at breakeven, which is a function of 

temperature, density and confinement time of the system.  The minimum condition that 

must be met for a self-sustaining fusion reactor can be stated by the Lawson criterion 

[27].  In its simplest form, the Lawson criterion states that the energy release in fusion per 

unit volume is equal to the ion kinetic energy in that volume; i.e., 

 ( )kTnnEvnn ch 2121 2
3

+=τσ  (2.15) 

where 1n  and 2n  are the number densities of the two reacting ion species, chE  is the 

energy released in the fusion reaction in the form of charged particles (since neutrons 
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cannot directly help to keep the plasma hot), σ is the fusion cross section, and vnn σ21  

is the reaction rate (number of reactions per volume per unit time) obtained by averaging 

over the Maxwellian velocity distribution of the interacting ions.  The term vσ  is 

obviously a function of temperature, and for deuterium-tritium (D-T) reaction becomes 

sizable at 10 keV, which is the typical temperature assumed.  If we consider a 50-50 D-T 

mixture ( 221 nnn == ) at 10 keV, then the Lawson criterion yields 

 314 cmsec10≈τn  (2.16) 

which simply says that the product of the ion density and confinement time must exceed 

this order of magnitude for a self-sustaining D-T fusion reaction at 10 keV. 

2.3.1.2 Power Balance 

 The energy balance of the system can be illustrated by a power flow diagram, 

Figure 2.5.  As the diagram shows, the thermal converter recovers a portion of the 

neutron ( nP ) and radiative ( rP ) power loss, while the direct converter recovers some of 

the energy carried away by the fraction F of the charged particles escaping through the  

 

Auxiliary 
Power

Injector GDM Fusion 
Reactor, Q

Direct 
Converter

Thermal 
Converter

Thrust

aP

iP

ii Pη ( ) ii PQ η+1

( )rn PP +
tη ( )rnt PP +η

cFP

cDFPη
iη Dη

( ) cPF−1

GP netP

Auxiliary 
Power
Auxiliary 
Power

Injector GDM Fusion 
Reactor, Q
GDM Fusion 
Reactor, Q

Direct 
Converter
Direct 
Converter

Thermal 
Converter
Thermal 
Converter

Thrust

aP

iP

ii Pη ( ) ii PQ η+1

( )rn PP +
tη ( )rnt PP +η

cFP

cDFPη
iη Dη

( ) cPF−1

GP netP

 
Figure 2.5.  Power flow diagram for the GDM fusion propulsion system. 
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non-thrusting end of the device.  In practice, the fraction F is controlled by having an 

asymmetric mirror ratio.  This not only allows us to bias the flow of propellant toward the 

thrusting end of the device, but also allows us to vary the mass flow through each end to 

control thrust level as well as the amount of electric power the system produces.  

Together the direct and thermal converters produce the gross electric power GP  of the 

system.  Reasonable values assume 8.0≈Dη  and 3.0≈tη  [20].  The system depicted by 

Figure 2.5 also includes a certain amount of net electric power netP  extracted from the 

fusion reactor to power other systems on the spacecraft, as well as a portion of the 

recirculated power aP  that is used to power other reactor-related components, such as the 

pumps and the magnets.  The rest of the recirculated power iP  is then injected back into 

the GDM reactor to sustain the fusion reaction.  Injector efficiency is typically very high, 

and our studies assume 1≈iη .  The fusion power is related to the injected power via the 

gain factor Q, namely iif PQP η= .  The minimum power the GDM fusion reactor needs 

to produce to sustain the fusion reaction is then given by when netP  and aP  are zero. 

 Using the power flow diagram, it is straightforward to derive an expression for the 

gain factor Q in terms of the system component powers and efficiencies. 
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 (2.17) 

For a D-T fuel cycle, ( ) frn PPP 8.0≈+ .  Assuming the aforementioned efficiency values 

and that fa PP  is negligible, then we can plot the gain factor as a function of the fraction 

of charged particles contributing to the thrust, F−1 , for various fnet PP  where 0=netP   
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Figure 2.6.  Gain factor Q as a function of the fraction of charged particles ( )F−1  contributing 
to thrust for the deuterium-tritium fuel cycle.  Assumptions: 8.0=Dη , 3.0=tη , 0.1=iη , 

1<<fa PP . 

 

means that the GDM fusion reactor is used strictly for propulsion.  Clearly, the greater 

number of charged particles that are being used for thrust, the larger the fusion power the 

GDM reactor needs to generate to be self-sustained.  This translates into higher density 

and higher temperature (that is, until the temperature for which peak vσ  is reached), as 

Eq. (2.18) shows.  

 ff EvnnP σ21=  (2.18) 

 Furthermore, it should be noted that Eq. (2.17) has a singularity at 

( )( )rnDtfDanet PPFFPPP +−+=+ ηηη , which basically says that the power that can be 

extracted from the system is limited by the power recovered by the direct converter and 

thermal converter.  In fact, the amount of extracted power cannot be anywhere close to 
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that limit since realistically the remaining power would not be sufficient to keep the 

reactor self-sustained, as manifested by the huge Q value required near the limit. 

2.3.1.3 Fusion Fuel Cycles 

At this juncture, we will briefly look at various candidates for fusion fuel.  The 

main interests are those involving deuterium, which is a stable, naturally occurring 

isotope of hydrogen. 
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 ( ) ( )MeV 7.14 pMeV 6.3 He  HeD 4
2
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2

2
1 +→+  (2.21) 

The easiest reaction according to the Lawson criterion is the deuterium-tritium 

reaction, Eq. (2.20), meaning the confinement requirement is the least demanding.  It also 

has the highest fusion cross section (except between around 450-1000 keV where D-He3

28

 

is slightly higher [ ], although D-T still has the highest vσ  overall as shown in Figure 

2.7).  At temperatures below 100 keV, the D-T cross section is at least two orders of 

magnitude higher than the total for both branches of D-D, and as a result D-D reaction is 

negligible in the D-T cycle.  On the other hand, D-T reaction cannot be ignored in the D-

D cycle since its proton branch produces tritium.  Thus, while the D-D cycle itself has the 

advantage of producing much lower energy neutrons, that advantage becomes somewhat 

inconsequential in practice.  Figure 2.7 shows a plot of the reaction rates vσ  for the 

above fuel cycles using data in Ref. [28]. 
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Figure 2.7.  Fusion reaction rates vσ  averaged over Maxwellian distributions.  Note that the 
individual reactivity for both branches of the D-D cycle are added to produce the D-D curve in 
the figure [29]. 
 

Since tritium is radioactive, it occurs naturally only in negligible amounts.  

Tritium breeding is done by the interaction of neutrons with lithium via the following two  

reactions.  Note that the second reaction is endothermic; i.e. energy needs to be supplied  

for the reaction to take place. 
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 Since the fast neutrons in the D-T cycle are the main cause of radiation damage 

and induced radioactivity in the reactor, the “clean” D-He3 fuel cycle becomes attractive 

because it does not produce neutrons.  Unfortunately, it alleviates but does not 

completely eliminate the problem; as long as deuterium is present, the D-D reaction will 
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take place, although to a lesser degree, and the D-T reaction will automatically follow.  

The more important advantage of D-He3

Finally, Eqs. 

, however, is that the primary fusion products are 

all charged particles, and energy can be extracted readily in a direct conversion scheme.  

Also, from a propulsion standpoint, most of that fusion energy is “usable” and can be 

converted to directed thrust since it is carried by charged particles, whose motions are 

influenced by magnetic and electric fields. 

(2.23) to (2.25) give the power densities for the three fuel cycles 

released in the form of charged particles [29].  Note that the expression for D-D, Eq. 

(2.23), already takes into account the subsequent D-T reaction.  From the equations and 

Figure 2.7, we can see that D-T has a higher power density than D-D for all temperatures 

and in fact yields the highest power density of all three fuel cycles at temperatures below 

100 keV.  This together with the least demanding Lawson criterion and the relative ease 

of ignition (10 keV vs. 75-100 keV for D-He3

 

) makes D-T the primary candidate for the 

first generation of GDM fusion propulsion system. 

3213 cmwatt 103.3
DDDDD vnP σ−×=  (2.23) 

 313 cmwatt 106.5
DTTDDT vnnP σ−×=  (2.24) 

 312 cmwatt 109.2 333 DHeHeDDHe vnnP σ−×=  (2.25) 

 

2.3.2 Magnetic Field Asymmetry and System Performance 

In order to study the GDM propulsion concept, a physics-based model was 

developed to model the plasma dynamics inside the gasdynamic mirror, and a computer 

code was written based on the model to solve for the set of consistent plasma parameters 

given a particular set of inputs.  Both the model and the code will be explained in details 



 

 29 

in Chapter 3.  The goal in this section is to present results when applying the model to a 

GDM fusion propulsion system. 

 One of the observations from the analytical model is that magnetic field 

asymmetry and the mirror ratios have a direct and significant effect on the performance 

of the GDM.  This is because the thrust and specific impulse of the system directly 

depend on the particle escape energy, confinement time, and the ambipolar potential, all 

of which are interdependent and are ultimately dependant on the mirror ratios of the 

system.  The goal here is to quantify this dependence.  Consider a 50-50% D-T system 

operating at steady state at a density of 5×1017 cm-3

1≈iη

 and a temperature of 10 keV.  The 

exact density chosen here, as will be shown later, is inconsequential since it is the trend 

that is of interested.  Typical expected efficiencies for the injector, direct converter and 

thermal converter efficiencies are used, namely , 8.0≈Dη , and 3.0≈tη .  The 

plasma beta value β is assumed to be 0.95. 

2.3.2.1 Mirror Ratios Effects at Fixed Temperature and Density 

Figure 2.8 shows how the ambipolar potential varies with the mirror ratio TR  at 

the thrusting end for various mirror ratio DR  at the direct converter end.  For a given DR , 

the potential increases approximately logarithmically with TR , and at a given TR , it 

increases with increasing DR .  Each curve in the plot ends when DT RR = , where half of 

the charged particle power appears as thrust power and the other half goes to the direct 

converter.  Since the GDM is strictly operating as a propulsion system; i.e. 0=netP , there 

is no merit for DT RR >  because the thrust power would be less than 50% in that case,  
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Figure 2.8.  Ambipolar potential as a function of the two mirror ratios TR  and DR  at 10 keV 
temperature and a density of 5×1017 cm-3

 
.  

and most of the power would then go through the direct converter leading to greater loss.  

Finally, Figure 2.8 shows that the ambipolar potential is quite significant; in fact for the 

settings used, the potential is about the same or greater than the ion escape energy, as 

seen in Figure 2.9.  This significantly enhances the energy (and, thus, the velocity) of the 

ions, which provide the bulk of the thrust as they leave the GDM chamber. 

 Figure 2.9 shows the behavior of the average electron escape energy LeE  and the 

average ion escape energy LiTE  at the thrusting end.  The electron energy has the same 

general dependence on TR  as the ambipolar potential.  This is due to the fact that because 

of their small mass and high energy, the electrons do not see the mirror and are not 

directly affected by it, but are only influenced via the ambipolar potential.  On the other 

hand, the ions are directly affected by the mirror, as well as the potential, which is 

 



 

 31 

40

45

50

55

60

65

70

0 10 20 30 40 50 60 70 80 90 100

Mirror Ratio R T

El
ec

tr
on

 E
sc

ap
e 

En
er

gy
, k

eV

17.5

18

18.5

19

19.5

20

20.5

Io
n 

Es
ca

pe
 E

ne
rg

y,
 k

eVEle Rd = 100
Ele Rd = 75
Ele Rd = 50
Ele Rd = 25
Eli Rd = 100
Eli Rd = 75
Eli Rd = 50
Eli Rd = 25

 

Figure 2.9.  Average electron ( LeE ) and ion ( LiTE ) escape energies as a function of the mirror 
ratios, under the same simulation conditions as Figure 2.8. 
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Figure 2.10.  Ambipolar confinement time at the thrusting end as a function of the mirror ratios, 
under the same conditions as Figure 2.8. 
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evidenced in Figure 2.9. 

 Figure 2.10 shows the dependence of the ambipolar confinement time Tτ  at the 

thrusting end.  The derivation of the confinement time will be addressed in Chapter 3.  

The results show that it increases in an approximately logarithmic fashion with TR  for a 

given DR , although the overall increase is not very drastic.  Furthermore, the dependence 

on DR  is very weak, as can be expected since the figure shows the confinement time for 

the exit mirror. 

 Figure 2.11 depicts how the thrust of the GDM varies with TR  and DR .  The 

thrust decreases approximately exponentially with TR  for a given DR ; this behavior is 

due to its dependence on the ambipolar confinement time that enters into the mass flow 

rate calculation as Chapter 3 will show.  The dependence of thrust on DR , however, is not 

significant, even though closer inspection suggests that for a given TR , the thrust 

decreases slightly with decreasing DR . 

Figure 2.12 depicts how the Isp TR of the GDM varies with  and DR .  The average 

escape velocities of the ions and electrons are proportional to φeELiT +  and 

φeELe − , respectively.  Figure 2.8 and Figure 2.9 show that both of these quantities 

increase with increasing DR , which is consistent with the Isp

DR

 results.  In addition, for a 

given , the particle velocity increases, reaches a maximum, and then gently decreases 

with increasing TR . 

 Finally, Figure 2.13 relates the values of the two mirror ratios TR  and DR  to the 

fraction F of charged particle power that goes to the direct converter.  For a given TR , the  
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Figure 2.11.  Thrust as a function of the mirror ratios at 10 keV temperature and a density of 
5×1017 cm-3
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Figure 2.12.  Specific impulse as a function of the mirror ratios at 10 keV temperature and a 
density of 5×1017 cm-3. 
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Figure 2.13.  Fraction of charged particle power going to the direct converter, under the same 
conditions as Figure 2.8. 
 

fraction F increases with decreasing DR  as expected .  Similarly, the higher DR  is, the 

higher TR  needs to be to keep the fraction F the same. 

2.3.2.2 Effects of TR  and DR  for Fixed DT RR Ratio 

 Finally, Table 2.1 shows how the performance of the GDM varies for a given 

DT RR  ratio.  As before, the simulations assume a 10 keV temperature and a density of 

317 cm105 −×=n , with the GDM running in steady-state 50-50% D-T fusion mode.  Table 

2.1 shows that for a given ratio, the thrust increases as the mirror ratios are reduced.  This 

is due to the increased mass flow through the mirrors because more ions are able to 

escape.  On the other hand, the decreasing potential due to the decreasing mirror ratios  
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DT RR  DR  TR  F  (N) T  (sec) spI  

0.25 

100 25 0.24 1.16×10 2.05×106 

75 

5 

18.75 0.23 1.46×10 2.01×106 

50 

5 

12.5 0.21 2.04×10 1.94×106 

25 

5 

6.25 0.20 3.70×10 1.80×106 

0.5 

5 

100 50 0.38 7.08×10 2.07×105 

75 

5 

37.5 0.37 8.45×10 2.05×105 

50 

5 

25 0.35 1.13×10 2.01×106 

25 

5 

12.5 0.34 1.99×10 1.89×106 

0.75 

5 

100 75 0.46 5.62×10 2.06×105 

75 

5 

56.25 0.45 6.45×10 2.05×105 

50 

5 

37.5 0.44 8.22×10 2.02×105 

25 

5 

18.75 0.43 1.38×10 1.93×106 

1 

5 

100 100 0.5 4.91×10 2.05×105 

75 

5 

75 0.5 5.48×10 2.04×105 

50 

5 

50 0.5 6.71×10 2.02×105 

25 

5 

25 0.5 1.08×10 1.94×106 
 

5 

Table 2.1.  Results on varying the DT RR  ratio. 
 

leads to a reduction in the specific impulse.  Another observation made explicit by Table 

1 is that the fraction ( )F−1  of charged particle power that is converted to thrust power 

increases slightly as the mirror ratios decrease, even though the DT RR  ratio remains 

constant, as long as DT RR  is less than unity. 

 In conclusion, this section presented the results of a numerical study of how 

magnetic field asymmetry affects the propulsive capabilities of the GDM through its 

effects on ambipolar potential, confinement time and particle escape energies.  The 

dependency is a direct consequence of the physics-based model that was developed.  The 

magnitudes of the various quantities such as thrust and specific impulse obtained above 

are inconsequential in the current study; what is of interest is the overall trend on how 

these quantities are affected by the changing mirror ratios.  The results suggest the 

possibility that the thrust and specific impulse can be controlled by varying the mirror 
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ratios since the various quantities depend on the mirror ratios and not necessarily on the 

individual field strength at various sections of the GDM. 

2.3.3 Plasma Parameters and System Design 

In addition to propulsive capabilities, the mass of the system is another important 

metric for a propulsion system, since it partially controls the thrust to weight ratio.  

Naturally, one would like to maximize this ratio.  The system mass is of course quite 

dependent on the length of the system, which is dictated by the plasma length required for 

self-sustained fusion.  The length of the plasma varies depending on the plasma 

parameters and system attributes such as the chosen mirror ratios. 

Figure 2.14 shows how the plasma length varies with these quantities.  

Surprisingly, for these cases, DR  has a negligible effect on plasma length.  Of course DR  

still has an effect on other system attributes such as thrust and power balance, since 

varying DR  varies the fraction of charged particles going to the direct converter. 

For a given density and pair of mirror ratios, there is an optimal temperature at 

which the plasma length is minimized.  This is a direct consequence of the dependence of 

the fusion reaction rates on temperature.  Furthermore, at a given temperature, the higher 

the density and the higher TR  is, the lower the plasma length, which improves system 

mass.  However, that is not the whole story, since increasing the mirror ratio increases the 

magnet mass, which might negate any benefits resulting from a smaller plasma length.  

The full optimization problem is beyond the scope of this work. 
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Figure 2.14.  Dependence of plasma length on temperature, density and GDM mirror ratios. 

 

2.4 Hybrid GDM Concept 

In the previous section, a fusion GDM propulsion concept using 50-50% D-T fuel 

was described.  Deuterium-tritium is chosen because it has the least demanding 

confinement requirements, and because it produces the highest power density at a 

comparatively low temperature of 10 keV among the various fusion fuels.  To ignite the 

fuel and achieve self-sustained fusion, of course, the fuel needs to be heated to 10 keV, 

and in this section a scheme is proposed that could achieve that. 

2.4.1 Concept Description 

The proposed system, a fission-fusion hybrid system, is illustrated in Figure 2.15.   
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Figure 2.15.  Antiproton-driven fusion GDM propulsion concept. 

 

It consists of an antiproton trap attached to the GDM.  The heating process is based on 

theoretical and experimental physics research which revealed that “at-rest” annihilation 

of antiprotons in uranium-238 targets causes fission at nearly 100% efficiency [30,31].  

Thus, heating in the proposed system can be achieved by inserting U238 targets (in the 

form of foils or atomic beams) in the proper position and then striking them with 

antiprotons from an axially injected pulsed antiproton beam released from the trap.  The 

antiprotons will slow down on the plasma electrons until they encounter the U238 targets 

and eventually annihilate with a neutron or proton inside the nuclei.  This causes the U238 

nuclei to undergo fission.  The resulting fission fragments and annihilation products 

(pions and muons) are highly ionizing and energetic, and can readily heat the background 

D-T plasma to very high temperatures leading to its ignition. 
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2.4.2 At-Rest Antiproton Annihilation 

Several studies [30,31] in the last couple decades have shown that “at-rest” 

annihilation of antiprotons in the uranium isotope U238

Figure 2.16

 leads to fission at nearly 100% 

efficiency.   shows the fission probabilities for various heavy nuclei.  The 

resulting highly charged, fast fission fragments are highly ionizing, and can heat a 

suitable medium to very high temperatures. 

When an antiproton or a proton with multiple MeV kinetic energy slams into a 

target material, it undergoes collisions with the electrons of the target and slows down by 

giving up energy to these particles.  A proton striking a solid target will either come to 

rest in the material and form a chemical bond with other atoms, or it diffuses around as 

atomic hydrogen.  An antiproton striking the target will displace an orbital electron 

around the nucleus and then begin immediately to cascade down in energy towards the 

ground state emitting x-rays as it makes these transitions.  Eventually, it enters the 

nucleus, and an annihilation with either a neutron or a proton takes place.  At this point 

the kinetic energy of the antiproton is measured in eV, not in MeV; hence the label “at-

rest” annihilation. 

Nuclear fission following the annihilation at-rest of antiprotons in heavy nuclei 

has been demonstrated in uranium and bismuth [32].  Measurements have been made of 

the mass distribution of the fission fragments, as well as the multiplicity of the light 

charged particles that were emitted in the process [32].  It was shown that,when 

antiprotons are annihilated in uranium, the average mass and kinetic energy of each of the 

two fission fragments is approximately 106 amu and 80 MeV.  Figure 2.17 shows the 

detailed mass and kinetic energy distributions.  It was also shown that, on the average, the  
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Figure 2.16.  Fission probabilities for various heavy nuclei [32]. 

 

  

Figure 2.17.  Fission fragment mass and kinetic energy distribution for a uranium target [32].  
Note that the energy spectrum was not corrected for slight energy losses in the target. 
 

fission fragments left the target nearly isotropically, making this reaction especially 

desirable for heating a propellant. 

 In a low temperature plasma of, for instance, 13.6 eV (corresponding to the 

ionization energy of hydrogen), an energetic antiproton can slow down on the electrons 
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of the plasma or undergo annihilation reactions with the ions of the medium.  The rate of 

annihilation (i.e., number of annihilation per unit length) is given by the following 

equation [33]. 

 
v
c

e
rn

dx
dp








−

=
−γ

γπ
1

19.0 2
0  (2.26) 

where n is the plasma density, c the speed of light, v the velocity of the antiproton, 0r  the 

classical electron radius (2.82x10-13

 

 cm) and the dimensionless constant 

v
cπαγ 2=  (2.27) 

with α being the fine structure constant (1/137). 

The energy loss per unit time for the interaction with the electrons can be 

expressed by the following [20]. 

 Ec
dx
dEv

dt
dE

1−==  (2.28) 

where E is the energy of the antiproton and c1

 

 is a constant given by 

( )keV
102 23

12
1

epTm
nc −×=  (2.29) 

Here pm  represents the mass of the antiproton in atomic mass units (amu) and Te

(2.28)

 the 

electron temperature in the plasma.  The distance x in the plasma which the antiproton 

must traverse from the injection point in order to reach a particular value of energy, E, is 

obtained by integrating Eq.  over x with the result 

 ( ) x
m

cExE p

81
21

0
21 −=  (2.30) 

where 0E  is the initial energy, namely that at x = 0. 
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The desired position for the annihilation is one that corresponds to a final energy 

that is near zero, so as to invoke the “at-rest” condition alluded to earlier.  The quantity of 

interest is f, which represents the fraction of antiprotons that have annihilated after 

penetrating a given distance into the GDM.  It can be expressed in terms of p as follows: 

 ( )[ ]xEpef −−= 1  (2.31) 

where p(E) represents the annihilation as a function of energy.  This annihilation rate can 

be obtained from combining the annihilation per unit length dxdp , Eq. (2.26), and 

energy loss per unit path dxdE , Eq. (2.28); i.e., 
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dx
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The above equation is integrated to yield 
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=
 (2.34) 

Note that when 0EE = , p = 0 and f = 0 as expected.  Also, the dependence of f on x is 

through p[E(x)], as  can be seen from Eqs. (2.30) and (2.33). 

For a D-T plasma density of -316 cm 105×=n  in the GDM with an initial 

temperature of eV 6.13=eT , and assuming that the antiprotons are injected at an energy 

of 20 keV, the antiprotons will have a final energy of 0≈E  at cm 17=x .  Figure 2.18 

shows that most of the antiprotons do not get annihilated until their energies are 



 

 43 

sufficiently close to zero.  This is the distance from the point of injection at which the 

U238

Figure 2.19

 targets must be radially inserted in order to affect an “at rest” annihilation in the 

target. 

 shows that this “at rest” distance decreases exponentially with the 

plasma (electron) density.  The assumption of 20 keV antiproton energy is based on 

existing portable Penning trap technology, such as the HiPAT built by J. Martin at NASA 

Marshall Space Flight Center that can hold 1012 34 antiprotons at 20 keV [ ].  Upon 

initiating the fission in the U238

 

 ions, two fission fragments are produced per annihilation 

that will then heat the electrons of the D-T plasma. 

 

Figure 2.18.  Fraction of antiprotons annihilated vs. distance traveled at specified conditions. 
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Figure 2.19.  Distance at which the antiprotons are “stopped” as a function of plasma (electron) 
density. 
 

2.4.3 Heating of Plasma Electrons 

As described above, the process begins with antiproton annihilation.  Statistically 

speaking, an average (over a large number of reactions) of three charged pions and two 

neutral pions are created per proton-antiproton annihilation.  However, to be conservative 

in the analysis below, two charged pions (one positive and one negative) are assumed to 

be created from every annihilation reaction. 
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The neutral pions, since they are uncharged and decay into gamma photons almost 

instantly (8.4×10-18

2.4.3.1 Energy Transfer by Coulomb Collisions 

 sec), do not directly participate in the heating process.  However, the 

charged pions (each with kinetic energy of 250 MeV at birth) and their decay products 

(the charged muons with kinetic energy of 192.3 MeV) have the potential to transfer 

some of their energy to the plasma electrons during their lifetime. 

The primary method of kinetic energy transfer from the charged annihilation 

products and fission fragments to the plasma is by Coulomb collisions with the plasma 

electrons.  The rate of this energy coupling is given by 

 2323
422 ln2

3
8

ee

e
ee T

EA
T

EC
m
n

meZZ
dt
dE

−=



 Λ−= π  (2.36) 

 ( )
23

239

erg
keV106022.1 








×=

−−C  (2.37) 

where A has been defined as 

 C
m
n

meZZA e
ee Λ≡ ln2

3
8 422π  (2.38) 

Equation (2.36) is written in the CGS system, so em  and m are respectively the electron 

and incident particle mass in grams, e is the elementary charge in stat-Coulombs, Z and 

Ze are respectively the charge states of the incident (e.g. annihilation products, fission 

fragments) and target (i.e. electrons in the current analysis) particles, ne is the electron 

density in cm-3, Te is the electron temperature in keV (and C is a conversion factor that 

allows us to use keV as a convenient unit for temperature).  The Coulomb Logarithm ln Λ  

is given by the following for a deuterium-tritium (D-T) plasma, 



 

 46 

 
1000

log24ln
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−=Λ
e

e
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 (2.39) 

where ne is again the electron density in cm-3, and Te

 For an initial plasma electron temperature of 

 is the electron temperature in keV. 

0eT , the kinetic energy lost by the 

incident particle EE −0  becomes the plasma electron thermal energy.  The energy 

balance equation is therefore as follows, 

 ( ) ( )EEnTTn inceee −=− 002
3  (2.40) 

where incn  is the density of incident particles and 0E  is the initial incident particle 

energy.  For the current analysis, where the incident particles include both the 

annihilation products (charged pions and muons) and the fission fragments resulting from 

antiproton-induced fission, Eq. (2.40) can be rewritten as follows, 

 ( ) ( ) ( ) ( )EEREE
n
n

EE
n
n

TT
e

p

e

inc
ee −=−=−=− 0000 2

2
2
3  (2.41) 

Equation (2.41) uses the assumption that the charged pion/muon/fission fragment density 

is twice the antiproton density.  This assumption stipulates that for every antiproton 

annihilated, two charged pions are created, which subsequently decay into two muons.  

Also, the induced fission creates two fission fragments.  Moreover, a quantity R (not to be 

confused with the mirror ratio) was defined as the ratio of antiproton density to electron 

density. 

 Differentiating Eq. (2.41) with respect to time, substituting Eq. (2.36) for dtdE  

in the resulting expression, and then substituting for E by rearranging Eq. (2.41), the 

following result is obtained, 
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where the following definitions were used: 

 
R

T
E

R
T

EE

RR

ee

′
+≡+≡′

≡′

2
3

4
3

2

0
0

0
00

 (2.43) 

The ratio R′  can be interpreted as the number of incident particles per electron of the D-

T plasma (i.e. ratio of the annihilation products density or fission fragments density to 

electron density) and is defined here only for convenience.  Rearranging Eq. (2.42) and 

integrating gives 
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The solution of this integral (with τ  being the heating time) is 
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After substituting the limits of integration and rearranging, the solution is 
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Assuming further that the incident particles reach an equilibrium with the plasma 

electrons; i.e. eTE 2
3=  , the following equilibrium expression can be obtained from Eq. 

(2.41), 
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 (2.47) 

Replacing eT  in Eq. (2.46) with Eq. (2.47) gives the following equilibrium relationship 

between the heating time and the ratio R′ . 
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2.4.3.2 The Heating Process 

 The D-T plasma electrons are assumed to have an initial temperature of 13.6 eV, 

corresponding to the ionization potential of deuterium/tritium.  An antiproton beam is 

introduced, and “at-rest” annihilation takes place on a uranium-238 target, releasing 

charged pions as part of the annihilation products.  In addition, the energy released from 

the annihilation causes uranium fission, giving rise to fission fragments. 

 The charged pions are assumed to be responsible for the first stage of heating of 

the plasma electrons.  Energy transfer from the charged pions to plasma electrons is 

governed by Eq. (2.46), with the constraint that the heating time must equal the mean 

(laboratory) life time of charged pions, namely 2.6×10-8

(2.47)

 seconds.  Equilibrium; i.e. 

Eq. , between the charged pions and plasma electrons is not assumed. 
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 The charged pions then decay into muons, which are assumed to be responsible 

for the second stage of heating.  Energy transfer is again governed by Eq. (2.46), and the 

constraint here is that the heating time must equal the mean (laboratory) life time of 

muons, namely 2.2×10-6

The fission fragments are then assumed to be responsible for the remainder of the 

heating required to raise the electrons to the desired temperature.  Equilibrium between 

fission fragments and plasma electrons is assumed since the fission fragments do not 

decay, and Eq. 

 seconds.  As in the case with pions, equilibrium between muons 

and plasma electrons is not assumed. 

(2.48) is taken as the governing equation for energy transfer from the 

fission fragments to the plasma electrons, with the heating time being one of the 

unknown quantities. 

 The ratio of antiproton density to electron density (i.e. R) is another unknown 

quantity.  The three heating equations governing heating by charged pions, muons, and 

fission fragments must therefore be solved simultaneously for the same value of R.  An 

iteration algorithm in Matlab was implemented towards this end.  The total heating time 

is then given by sum of the charged pion lifetime, the muon lifetime, and the fission 

fragment heating time that is determined from Eq. (2.48). 

 Once the plasma electrons are heated to the desired temperature, energy transfer 

from the electrons to DT ions is then assumed to occur in a characteristic thermalization 

time, given by the following: 

 
( ) 23

29 ln102.3

1

epi

i
ei

eiei

Tmm
nZ Λ×

=

=
−

ν

ντ
 (2.49) 
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where n is the electron density in cm-3, Te is the electron temperature in eV, Zi is the 

charge state of the ions, mi is the ion mass, mp

(2.39)

 is the proton mass, and the Coulomb 

logarithm ln Λ is given by Eq. . 

2.4.3.3 Sample Calculations 

 For an electron density of 5×1016 cm-3 and a final temperature of 10 keV, the 

fission fragment heating time comes out to be approximately 1.95×10-4 seconds, giving a 

total heating time of approximately 2.01×10-4 seconds.  The electron-ion thermalization 

time, on the other hand, is approximately 1.11×10-3

R′

 seconds.  The number of incident 

particles (pions, muons, and fission fragments) per electron (i.e. ) is approximately 

8.3×10-5, giving a ratio R of antiproton density to electron density of 4.15×10-5, or an 

antiproton density of 2.07×1012 cm-3 for an electron density of 5×1016 cm-3 Table 2.2.   

summarizes the main results for other densities and temperatures. 

=
=

eT
n

 
keV 10

cm 105 -317×  
keV 10

cm 10 -317
 

keV 10
cm 105 -316×  

keV 10
cm 10 -316

 
keV 5

cm 10 -316
 

Hτ  (sec) 2.82×10 1.07×10-5 2.01×10-4 9.00×10-4 3.74×10-4 

eiτ

-4 
 (sec) 1.21×10 5.69×10-4 1.11×10-4 5.24×10-3 1.95×10-3 

pn

-3 
 (cm-3

1.18×10) 3.45×1013 2.07×1012 5.88×1012 2.39×1011 
 

11 
Table 2.2.  Comparison of the heating time and electron-ion thermalization time, and the amount 
of antiprotons needed to achieve the indicated electron temperatures for various densities.  Note 
that Hτ  is the total heating time, including pion, muon and fission fragment heating. 
 

2.4.4 Alpha Particle Dynamics 

 The previous section outlines a scheme whereby a fusion GDM can reach ignition 

temperature.  Subsequently, the fusion energy released in the form of charged particles 

(alpha particles for D-T cycle) keep the system self-sustained.  Due to the presence of 

negative muons created as a result of the antiproton annihilation, there is a possible 
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additional contribution to the initial heating of the system.  Frank [35] in 1947 noted that 

negative muons might be able to catalyze proton-deuterium fusion, which was 

experimentally observed by Alvarez et al. [36] in 1956.  D-T fusion catalyzed by muons 

was discussed by Zel’dovich and Sakharov [37], and later Jackson [38] concluded that 

the D-T interaction has the highest possibility of catalyzed fusion.  Analyses and 

measurements [39,40] showed that on average one negative muon can catalyze about 100 

D-T fusion reactions in its lifetime in a dense D-T mixture.  Due to muon catalysis, 

fusion reactions can take place in a cold plasma, resulting in the production of 3.5 MeV 

alpha particles that can potentially contribute to initial heating of the plasma before 

ignition.  The catalysis mechanism was summarized in Ref. [41].  On the basis of 

energetics alone, muon-catalyzed fusion has the potential to reduce the amount of 

antiprotons required to achieve a thermonuclear burn by about 60%. 

Of course, energetics alone does not address the issue of alpha particle 

confinement in the GDM.  For alpha particle heating to be useful, a sufficient number of 

these alpha particles would need to deposit their energy into the plasma through 

collisions before escaping from the system.  In this section, this will be analyzed 

quantitatively by allowing for escape while the alpha particles slow down on the plasma 

particles.  Assuming that alpha particle confinement follows that of the lighter deuterium 

and tritium ions, the appropriate expressions will be deduced for their velocity 

distribution, mean energy, and confinement time in the GDM. 

2.4.4.1 Energy Distribution 

 The number of alpha particles in an interval of energy ∆E is ( ) EEn ∆α , where 

( )Enα  is the energy distribution function representing the number density per unit 
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energy.  If a loss mechanism has a time constant ( )Eτ , then the steady-state loss rate 

equation is 

 ( )[ ] ( ) ( ) ( )
( ) 0=
∆

−





∆+−






=∆

∆+ E
EEn

dt
dEEEn

dt
dEEnEEn

dt
d

EEE τ
α

ααα  (2.50) 

Figure 2.20 illustrates the meaning of each term.  Since dtdE  represents energy loss and 

is implicitly a negative quantity, this explains the negative signs in the figure.   The first 

term in Eq. (2.50) represents alpha particle loss due to them slowing down to below the 

energy range E and E + ∆E.  The second term represents gain due to alpha particles 

slowing down to the range E and E + ∆E.  Finally, the last term represents alpha particles 

that escape from the system.  Rearranging the equation and using the definition of a 

derivative, the following governing differential equation is obtained for the energy 

distribution of alpha particles. 
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Figure 2.20.  Alpha particle flux balance. 

 

Integrating Eq. (2.51) over the range of energies E to 0E , where 0E  is the initial energy 

(i.e. birth energy) of the alpha particles, yields the following: 

EEdt
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The first term of the integrand can be rewritten as follows 
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E ln  (2.53) 

and can be readily integrated yielding the following expression for the alpha particle 

energy distribution. 
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dEEdt
dE

dt
dE

EnEn
E

E

E
0

0 1exp0
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αα  (2.54) 

Now consider alpha particles produced via muon-catalyzed fusion.  The initial 

energy distribution would be given by the following: 

 ( ) ( )
( )

0

0

Edt
dE
nc

En
−

= µµµ
α

τ
 (2.55) 

where µn  is the negative muon number density, µτ  is the muon lifetime, and µc  is the 

number of catalyzed fusions (i.e. number of alpha particles born) per negative muon.  The 

rate of decrease of alpha particle energy dtdE  can be expressed by Eq. (2.56), with the 

first term denoting energy loss to the plasma electrons and the second term denoting 

energy loss to the ions due to Coulomb collisions. 

 







+−=
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Ec
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The coeffieients 1c  and 2c  depend on the type of incident and target particles, as well as 

plasma density and temperature. 
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eZZc Λ= π  
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23
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keV 106022.1 








×=

−−
aC  

(2.57) 

where m and em  are respectively the mass of the incident particle (i.e. alpha particle) and 

the electron.  Similarly, Z and Ze are the charge state of the incident particle (i.e. alpha 

particle) and the electron, respectively.  The electron density is ne, and Te

(2.57)

 is the electron 

temperature.  Equation  is written in the CGS system, and all the quantities are in 

standard CGS units, with the exception of the electron temperature Te.  For convenience, 

Te (2.57) in Eq.  has units of keV.  The conversion factor aC  makes explicit the 

conversion to the CGS system.  Finally, ln Λ is the same Coulomb Logarithm given by 

Eq. (2.39). 

Similarly for 2c , Eq. (2.58) is written in the CGS system, and all quantities have 

their standard CGS units.  The conversion factor bC  ensures that 2c  has the correct 

energy unit of keV in order to be consistent with the other equations. 
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 Substituting Eqs. (2.55) and (2.56) into Eq. (2.54) yields the following energy 

distribution for alpha particles produced via muon-catalyzed fusion, where E has unit 

keV. 

 ( ) ( )
( ) ( ) 
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−

+
= ∫ dE

EcEc
E

E
c

Ec

nc
En

E

E

0

2
23

12
1

exp
τ

τ µµµ
α  (2.59) 

To evaluate Eq. (2.59), we need the time constant (i.e. confinement time) ( )Eτ .  The 

confinement time for the GDM, ignoring the ambipolar potential, is given by, 

 ( )
v

LR
E p=τ  (2.60) 

Here pR  is the plasma mirror ratio, which is the ratio of the magnetic field seen by the 

plasma at the mirror to that at the center.  The monoenergetic particle velocity is given by 

Eq. (2.61). 

 αm
EC

v c2
=  

keVerg106022.1 9−×=cC  

(2.61) 

where αm  is the mass of the alpha particle, and cC  is a unit conversion factor allowing E 

in Eq. (2.61) to be expressed in keV in order to be consistent with Eq. (2.59).  All the 

other quantities in Eqs. (2.60) and (2.61) have the standard CGS units to be consistent 

with Eqs. (2.57) and (2.58).  Substituting these equations into Eq. (2.59) yields the final 

expression for the energy distribution for alpha particles produced via muon-catalyzed 

fusion inside the GDM, 
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2.4.4.2 Electron Heating Only 

 The analytical solution to the full integral in Eq. (2.62) is very complicated.  For a 

relatively cold plasma, e.g. at the ionization temperature, 1c  can be several orders of 

magnitude larger than 2c .  Therefore, electron heating dominates, which is what is 

expected for a cold plasma.  If we envision a GDM system wherein these alpha particles 

produced via muon-catalyzed D-T fusion reactions contribute to the initial phase of the 

plasma heating, it is reasonable to assume that the bulk of their energy is deposited into 

the plasma electrons.  The integral in Eq. (2.62) can therefore be simplified by assuming 

02 =c , so that 
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The resulting integral can be easily evaluated, yielding the following distribution 

function: 
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Here, the quantity A (not to be confused with A in Eq. (2.38)) was defined as 
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Inspecting Eq. (2.64) shows that the distribution behaves as follows. 

 ( )
E

eEn
EA

~α  (2.66) 

For relatively small energy E, E1  dominates, whereas for large E, the exponential 

dominates.  The minimum of the distribution occurs at an energy minE , given by 

 2min
4

A
E =  (2.67) 

Since the energy of the alpha particles will be bounded by thE  (thermal energy) and 0E  

(initial energy at birth; i.e. 3.5 MeV), only this portion of ( )Enα  is meaningful.  Using 

typical orders of magnitude for the defined quantity A; i.e. 10-3 to 10-5

E1

 for a dense cold 

plasma, it can be seen that the distribution lies significantly to the left of the minimum, 

where  dominates.  Figure 2.21 shows a representative plot of the distribution 

function for this range of energies. 

 
Figure 2.21.  Typical profile for the alpha particle energy distribution function. 

 



 

 58 

2.4.4.3 Confined Alpha Particle Density 

 To obtain the total number density, the distribution, Eq. (2.64), was integrated 

over all energies between the lower and upper bounds, giving 
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A change of variable transforms the integral in Eq. (2.68) into 
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Each of the integrals in Eq. (2.69) is defined as the “exponential integral function” and is 

denoted by Ei.  Therefore, the total density assuming electron heating only is given by the 

following. 
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 (2.70) 

 

2.4.4.4 Mean Kinetic Energy 

The mean alpha energy can be calculated as follows. 
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The integral I can be readily evaluated by first making a variable substitution EAx ≡  

and then using integration by parts, so that 
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The final expression for the mean alpha particle energy is thus 
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2.4.4.5 Sample Calculations 

 As before, the calculation here assumed a D-T plasma with density 5×1016 cm-3

 For a GDM with an antiproton density of 2.07×10

 at 

an initial temperature of 13.6 eV, which corresponds to the ionization potential of the 

propellant.  Each negative muon created as a result of “at-rest” antiproton annihilation on 

average has the potential to catalyze approximately 100 D-T fusion reactions, each 

releasing an alpha particle of 3.5 MeV of kinetic energy that further contributes to the 

initial phase of plasma heating. 

12 cm-3 (based upon heating 

requirements described in Section 2.4.3) yielding an initial alpha particle density of 

2.07×1014 cm-3, the number of alpha particles being confined is about 1.68×1013 cm-3

 To determine the change in plasma temperature, consider the simple energy 

balance 

.  

The mean energy of these confined alpha particles is roughly 294 keV. 

 ( ) ( )EEnTTn inceee −=− 002
3  (2.74) 

where incn  is the incident particle density (i.e. alpha particles in the current analysis), and 

the subscript 0 denotes initial values. 
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 If the confined alpha particles are assumed to deposit almost all of their energy 

into the plasma electrons (i.e., they slow down from their birth energy of 3.5 MeV to a 

final average kinetic energy ( ) eV 4.2023 == TE , corresponding to a temperature of 

13.6 eV, on the electrons), then the change in the electron temperature is eV 784=∆ eT .  

This represents the maximum heating produced by these alpha particles. 

Alternately, as a more conservative estimate, if the confined alpha particles are 

assumed to slow down on the electrons until they reach their mean kinetic energy of 294 

keV, then the corresponding change in the electron temperature is eV 718=∆ eT .  From 

Eq. (2.74), it can be seen that 

 E
n
n

T
e

inc
e ∆∆ ~  (2.75) 

 Since ∆E is more-or-less fixed, the important factor is the density ratio.  

Increasing this ratio, either by increasing antiproton density or by decreasing electron 

density, can result in a eT∆  of multiple keVs.  Of course, due to the heating requirements, 

these two densities are not necessarily independent.  For example, changing the electron 

density will change the minimum antiproton density required; as a result, the negative 

muon density (and hence the confined alpha particle density) will change as well.  

However, one can increase the antiproton density beyond the minimum required value 

dictated by the heating requirements to produce a larger eT∆ , if this is desired – and if the 

associated increase in cost of obtaining and confining the antiprotons is not prohibitive. 

 In summary, it was found that although there are particle losses, the number of 

alpha particles remaining in the GDM (and the resulting heating they contribute) is 

nevertheless significant.  For a given plasma density, one can increase the antiproton 
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density, causing the amount of heating to increase as a result of increased density of 

confined alpha particles.  For instance, in the above calculations, doubling the amount of 

antiprotons will result in an approximately 1.5 keV increase in the electron temperature.  

The mean energy, however, will remain the same for a given plasma density, as will the 

percentage of alpha particles confined 

 Another way to increase the contributed heating is to increase the percentage of 

confined alpha particles.  Brief calculations have shown that this percentage increases as 

the plasma density decreases.  For instance, when -316 cm 101×=en , the percentage of 

alpha particles confined long enough to heat the plasma increases 4-fold compared to the 

calculations above (with -316 cm 105×=en ).  The associated heating increases 

significantly with decreasing plasma density as well.  The tradeoff, however, is that the 

plasma dynamics inside the GDM dictate a rapid increase in the plasma length with 

decreasing plasma density, and the system soon becomes prohibitively massive. 
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Chapter 3  

Plasma Dynamics inside the GDM 

3.1 Physics-Based Model 

In this chapter, the physics-based model that describes the plasma dynamics 

inside the GDM will be presented.  The initial rapid loss of the electrons out of the 

system establishes an electrostatic potential, and the particle dynamics is heavily 

influenced by the electric field associated with this potential.  Therefore, in order to 

identify the forces that contribute to the flow of particles through the mirrors, one must 

incorporate not only the diffusion due to collisions, but also the contribution of the 

electric field.  Another aspect to consider is that the GDM needs to have an asymmetric 

mirror ratio in order to bias the direction of particle escape toward the thrusting end of the 

device.  This is achieved by properly controlling the mirror ratio at both ends. 

3.1.1 Ambipolar Potential and Loss Rate 

 The derivation begins with the monoenergetic diffusion equations for the 

electrons and ions in the device [42]. 

 ( ) eeeeejj nEnDR µγ −∇−=1  (3.1) 

 ( ) iiiijijj nEZnDR µγ −∇−=1  (3.2) 
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where the mirror ratio reflects the fact that the monoenergetic flux γ is measured at the 

throat of the mirror with area 0A .  The subscript j denotes the corresponding quantity at 

the two mirrors.  If the plasma area at the center of the device is cA , then RAA c=0 .  It 

is assumed that the ion and electron densities vary as 

 ( )[ ]zLknn c 2exp −=  (3.3) 

where L is the axial length of the system, and k is an integer density length scale.  It is 

clear that one can write for the total monoenergetic flux through the mirror the result 

 ( ) DnALknDAA 000 2=∇−=γ  (3.4) 

For the ions, the following diffusion coefficient is employed, 

 
j

ij k
LD
τ4

2

=  (3.5) 

where jτ  is the loss time constant for mirror ratio jR .  The approximate loss time 

constant for ions ijτ  is given by the Eq. (3.6).  Note that this is based on flux balance and 

expresses the loss rate assuming all of the ions escape through one end of the GDM with 

mirror ratio jR  in the absence of any electric field. 
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For the electrons, the following diffusion coefficient is used, 
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where eiν  is an electron-ion collision frequency given by 
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with the constant 23--39
0 keV cm s 10176.8 ×=C .  In addition, the following definitions 

are used for the mobilities appearing in Eqs. (3.1) and (3.2). 
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If one assumes that the electrostatic potential varies in space in the same manner 

as the electron and ion densities, the electric field becomes 

 ( )φφ LkE 2=−∇=  (3.11) 

With this assumption, the monoenergetic fluxes given by Eqs. (3.1) and (3.2) can be 

rewritten as 
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Note that for small electron speed ev , the electron flux becomes negative, which is 

physically unrealistic (since there is no source external to the system to produce this 

return flow).  As a result, the following condition is set as the lower limit on Eq. (3.12): 

 
e

eej m
eφνγ 3for    0 <=  (3.14) 

Since the ion flux is always positive, the lower limit on Eq. (3.13) is zero. 
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Because the plasma in GDM is highly collisional, it is reasonable to assume that 

the species are Maxwellian.  The total electron and ion fluxes ejΓ  and ijΓ  can therefore 

be found by multiplying Eqs. (3.12) and (3.13) by the respective Maxwell-Boltzmann 

velocity distribution and then integrating over all velocities, giving 
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The condition of charge neutrality requires that the charged flux losses be equal and the 

net charge be zero; i.e., 
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Upon satisfying these conditions and defining the following quantities,  
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the following balance equation is obtained for the electrostatic potential φ, 
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where eT  and iT  are the electron and ion temperatures and ( ) ( )∫ −=
x t dtexerf

0

2

2 π  is 

the error function. 
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Recall that Eq. (3.19) corresponds to two equations for the two “mirrors”, one for 

j = 1 and one for j = 2.  In general, the potentials that satisfy the two are different.  

However, unlike fluxes, there is only one potential present inside the GDM.  As a result, 

the two equations resulting from Eq. (3.19) are combined to obtain Eq. (3.20), which is 

then used to determine the ambipolar potential inside the GDM. 
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Rearranging Eq. (3.5) yields an expression for the loss time constant as 

 
ij

j kD
L

4

2

=τ  (3.21) 

where the diffusion coefficient ijD  given by Eq. (3.22) is obtained from the condition 

( ) ( ) nDLknDR ijijjj 21 =∇−=Γ , together with the expressions for total ion flux Eq. 

(3.16) and number density Eq. (3.17): 
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Writing the following for the ion thermal velocity, 
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and using this to rewrite jδ  in terms of ijτ  in Eq. (3.22), the resulting expression for the 

ion diffusion coefficient can be equated to Eq. (3.5); i.e., 

 
jji

e

ij
j k

LeZ
m
m

k
LD

τδ
φ

τ 4
1

4

2
2

2

=











+=  (3.24) 

From this one obtains the loss time constant (or equivalently the confinement time) 
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j eZmm δφ
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Note that when the potential φ  is neglected, the characteristic confinement time 

reduces to that given by Eq. (3.6), which was used in previous studies of the GDM [18].  

Again as before, Eq. (3.25) expresses the loss rate assuming that all the ions escape 

through one end of the GDM with mirror ratio jR .  The total loss rate can be written as 

follows. 
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111
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For the potential-less case, when the two mirror ratios are the same, Eq. (3.26) reduces 

(as it should) to the expression given in Eq. (2.14). 

3.1.2 Average Particle Escape Energy 

 It should be noted that in Eq. (3.20), the mirror ratio R appears only in the ion 

dynamics term.  This is because only the ions respond to mirror confinement, as noted 

earlier.  Moreover, ie TT ≠  in a GDM, because electrons with energies above that of the 

potential escape, causing the electron distribution to become (in effect) a “truncated” 

Maxwellian.  The potential is obtained by iterative solution of Eq. (3.20), and it can be 

used to evaluate the electron and ion escape energies, given by 
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The above expressions are obtained by multiplying Eqs. (3.12) and (3.13) by the 

respective kinetic energy and then integrating over the Maxwell-Boltzmann velocity 

distribution.   

It should be noted that the average electron escape energy for asymmetric mirrors, 

given by Eq. (3.27), is the same as in the case for symmetric mirrors.  Again, this is 

expected since the electrons have such small mass and high velocity that they essentially 

do not see the mirrors.  On the other hand, the average ion escape energy has the same 

expression as that for symmetric mirrors, but due to its dependence on the mirror ratio, 

the escape energy will be different at both ends of an asymmetric GDM.  Also note that if 

the potential is ignored, the electron and ion escape energies reduce to 

  2  and  
2
5

iLijeLe TETE ==  (3.29) 

which agree with previous results [18].  Furthermore, since LeE  LijEand  are the average 

energies of escaping electrons and ions as they leave the plasma chamber, the ambipolar 

potential must be added (subtracted) to the ion (electron) energy to obtain their energies 

outside the chamber.  Therefore, the average energy of an escaped electron outside the 

plasma chamber is ( )φeELe −  and that of an escaped ion is ( )φeELij + . 

3.1.3 Conservation Equations 

 Recall that the total loss time constant for an asymmetric GDM is given by Eq. 

(3.26).  The loss rates 1τ  and 2τ  associated with mirror ratios 1R  and 2R  are given by 
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Eq. (3.25).  Knowing this, one can now write the ion and electron power balance 

equations in steady state for an asymmetric GDM as 

Electron: rLeeieiein PEnnfPWnfSE +







+=++

21

2

τταα  (3.30) 

Ion: ieLiLiiiiin WnEnEnfPfSE 2
2

2
1

1

++=+
τταα  (3.31) 

In these equations, S is the rate of injection of fuel ions per unit volume, inE  is the energy 

of the injected particles, ieW  is the energy exchange rate from the ions to the electrons, 

rP  is the radiative (Bremsstrahlung and synchrotron) power, and αP  is the alpha power 

given by  

 αα σ EvnP 2

4
1

=  (3.32) 

with MeV 5.3=αE . 

As a fusion alpha particle slows down, it gives a fraction ifα  of its energy to the 

plasma ions and a fraction ie ff αα −= 1  to the electrons.  Similarly, the injection energy 

inE  of the source ions is divided with a fraction iif  going to the ions and iiie ff −= 1  to 

the electrons.  Adding Eq. (3.30) to Eq. (3.31) gives the total (electron + ion) power 

balance. 

 ( ) ( ) rLeLiLeLiin PEEnEEnPSE ++++=+ 2
2

1
1 ττα  (3.33) 

Finally, the steady state mass (particle) balance equation is simply 
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where the left hand side term S represents the particle source and the right hand side 

represents losses due to particles escaping from the system and particles consumed by 

fusion. 

3.1.4 Calculation of Plasma Length 

In this section, the expression governing the length of the system will be derived.  

Defining the power 

 riirin PPPPPSEP −+=−+≡ αα η  (3.35) 

where iP  is the specific injector power and iη  the injector efficiency, one can rewrite the 

total energy balance equation, Eq. (3.33), as 
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Defining the parameter jY  
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and the ion thermal speed, 
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one can rewrite the confinement time and ion escape energy (i.e. Eqs. (3.25) and (3.28)) 

as 
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Inserting these two equations, along with the electron escape energy Eq. (3.27), into Eq. 

(3.36), one can obtain (after some algebra) the quadratic equation, Eq. (3.41), that the 

reactor length L satisfies for an asymmetric GDM to achieve self-sustained fusion. 
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Note from the definitions of jδ  in Eq. (3.18), jY  and thv  in Eq. (3.37), one can 

show that 
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Hence the third term in Eq. (3.41) can be rewritten in a slightly different form, giving for 

asymmetric mirrors. 
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For symmetric mirrors, RRR ≡= 21  and YYY ≡= 21 , and thus Eq. (3.41) reduces to the 

following equation, which agrees with previous results. 
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3.1.5 Relationship between Mirror Ratios and Fraction to Direct Converter 

 Now, we will develop a relationship between the mirror ratios at both ends of the 

asymmetric GDM and the fraction F of the power carried by escaping charged particles 
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that is processed by the direct converter (leaving the fraction of F−1  available for thrust 

power). 

 Denoting the average power density of escaping charged particles by cP , the 

direct converter power density by DP , and the thrust power density by TP  yields the 

following. 

 cD FPP =  (3.45) 

 ( ) cT PFP −= 1  (3.46) 

Alternately, the direct converter power and thrust power can be expressed as follows, 
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where n is the electron (ion) density, Dτ  and Tτ  are ambipolar confinement time given 

by Eq. (3.25), LeE  is the electron escape energy from Eq. (3.27), and LiDE  and LiTE  are 

the ion escape energy from Eq. (3.28).  Taking the corresponding ratio of DP  to TP  using 

Eqs. (3.45) – (3.48) and equating the two resulting expressions, an implicit relationship 

can be obtained that relates F and the mirror ratios at both ends of the GDM: 
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 Note that the mirror ratios are implicit in the ambipolar confinement times and the 

ion escape energies, the calculation of which requires the fraction F to be known.  Also 

note that although the electron escape energy does not directly depend on the mirror 

ratios, it is nevertheless indirectly influenced by them through the ambipolar potential, 
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upon which the electron escape energy is directly depended.  Therefore, given a set of 

mirror ratios, calculation starts with an initial guess of F (e.g. 0.5).  Once the various 

quantities in Eq. (3.49) are determined, a check is done to determine if the assumed F is 

consistent with the chosen mirror ratios.  If not, a different F is chosen, and the process is 

iterated. 

3.2 Description of the GDM Code 

The physics-based model described in the previous section provides the full set of 

equations governing the plasma and system parameters of the GDM.  The most important 

results are the ambipolar potential, confinement time, and the electron and ion escape 

energies.  The governing equations need to be solved together with mass and energy 

conservation equations in order to obtain a self-consistent set of values for the quantities.  

Because the complicated functional forms of the equations couple with the 

interdependency of the variables, it is impossible to analytically assess the full functional 

dependency and solve the equations.  As a result, a computer program based on the above 

model has been written to solve them numerically. 

The inputs to the GDM program specify the operating conditions of the GDM and 

other physical characteristics.  They include: ratio of plasma to magnetic pressures (β), 

the ion mass, the plasma mirror ratios, the wall reflectivity for synchrotron radiation, the 

shield-magnet gap, the halo thickness, the shield thickness, the component efficiencies 

(injector, direct converter, and thermal converter), the plasma density, the ion 

temperature, the plasma radius, and the input power.  The code attempts to solve for two 

main unknowns: the electron temperature, and the plasma length.  In the process of 

calculating these two quantities, other plasma parameters are determined, such as the 
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ambipolar confinement time, the ambipolar potential, the electron and ion escape 

energies, the core and mirror magnetic fields, the radiation power, the specific impulse, 

the thrust, and the system masses.  Appendix A shows a sample output from the program. 

Fundamentally, the code solves the electron and ion power balance equations –  

namely Eqs. (3.30) and (3.31) – in order to determine the combination of electron 

temperature and plasma length that is consistent with the set of inputs.  In the code 

implementation, however, the ion power balance equation is not used directly; rather the 

total (ion + electron) power balance, Eq. (3.33), is used.  However, this is equivalent to 

using the ion power balance equation since the program ensures the electron power 

balance equation is satisfied. 

Thus, the program iteratively solves for the electron temperature using the 

electron power balance and the plasma length determined by the total power balance and 

the electron and ion fluxes as shown in Eq. (3.41).  Since the ambipolar potential enters 

into the length calculation, Eq. (3.20) is solved at the same time.  The algorithm therefore 

starts with an initial guess for the electron temperature eT  (initially taken to be the same 

as the ion temperature).  It then uses eT  to determine the radiation power rP  and the gain 

factor Q, which in turn are used to find a consistent set of values for the plasma length L 

and the ambipolar potential in the form of x, as described in the previous section.  At this 

point, the total power is balanced for the chosen electron temperature.  The program then 

checks for electron power balance.  If electron power is not balanced, a new value of eT  

is chosen and a new iteration begins. 
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Chapter 4  

ECR-GDM Experiments 

 Previous chapters have examined the GDM concept as a fusion propulsion 

system; however, since the GDM is simply a plasma confinement and acceleration 

device, it also has the potential to function as an electrodeless plasma thruster if energy 

can be supplied by an external power source.  One such power source particularly suited 

for the GDM configuration is a microwave source that generates plasma via electron  

 

 

Figure 4.1.  Conceptual drawing of an ECR-GDM thruster.  Courtesy of Reisz Engineers. 
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cyclotron resonance (ECR).  Figure 4.1 illustrates the proposed concept. 

Microwave ECR devices are more desirable than RF-powered devices for high 

power applications.  One reason for this improved desirability is that higher frequency 

can lead to a higher density plasma.  Another reason is that microwave circuits are 

simpler than those for low-frequency RF.  In this chapter, an ECR-GDM experiment will 

be presented.  The goal is to characterize an ECR plasma, as well as studying the GDM 

concept. 

4.1 Electron Cyclotron Resonance Theory 

In this section, the plasma waves responsible for ECR and the physical 

mechanisms behind it will be described.  First, the section begins with a discussion on 

waves in a magnetized plasma. 

4.1.1 Wave Propagation in a Magnetized Plasma 

Plasma waves can propagate at an arbitrary angle to the applied magnetic field 

0B


.  This section will focus on the principal waves; i.e. electromagnetic waves that travel 

parallel to and perpendicular to 0B


.  There are four principal waves in a magnetized 

plasma, depending on the direction of wave propagation and the electric field polarization 

of the wave [43].  These are the ordinary wave (O-wave), the extraordinary wave (X-

wave), the right-hand circularly polarized wave (R-wave), and the left-hand circularly 

polarized wave (L-wave). 

As illustrated in Figure 4.2, both the ordinary and the extraordinary waves 

propagate perpendicular to the external magnetic field.  By contrast, the two circularly  
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(a) 

 

(b) 

 

(c) 
 

Figure 4.2.  Directions of wave propagation k


, wave polarization 1E


, and applied magnetic field 

0B


 for (a) ordinary wave, (b) extraordinary wave, and (c) right-hand (R) and left-hand (L) 
circularly polarized waves. 
 

polarized waves propagate parallel to the external magnetic field.  Furthermore, the 

ordinary wave and the circularly polarized waves are transverse waves, with 1Ek




⊥ , 

whereas the extraordinary wave is partly transverse and partly longitudinal ( 1// Ek




).  The 

O-wave is linearly polarized with its electric field lying along 0B


; thus, its motion is 

unaffected by 0B


 and is the same as in an unmagnetized plasma.  The X-wave is 

elliptically polarized such that the electric field vector traces out an ellipse in the plane 

perpendicular to 0B


.  The R- and L-waves are circularly polarized such that the electric 

field vector traces out a circle in the plane perpendicular to 0B


.  The polarization (i.e. 

electric field vector) of the R-wave rotates clockwise when viewed along the direction of 

0B


, while the polarization of the L-wave rotates counter-clockwise. 

 The propagation of each wave type can be represented by its dispersion 

relationship.  Since high frequency waves are considered here ( ciωω >> , where ciω  is 

the ion cyclotron frequency), the ion dynamics can be ignored, and the ions are assumed 

to have infinite mass.  This is valid for the frequency chosen for the experiments (2.45 
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GHz); if a much lower frequency is used, then ion dynamics must be considered.  The 

resulting dispersion relationships for the four principal waves are given by Eqs. (4.1) – 

(4.4).  Note that, in addition to the R- and L-waves, there is a third solution for the case of 

parallel propagation.  This third solution is a longitudinal (i.e. electrostatic) wave 

( 1// Ek




) corresponding to plasma oscillation at the electron plasma frequency. 

O-wave 
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 In the above equations, the electron cyclotron frequency is 
e

ce m
eB0=ω , the 

electron plasma frequency is 
0

2
0

ε
ω

e
pe m

en
= , and the upper hybrid frequency is 

22
cepeUH ωωω += .  Note that ceω  is explicitly positive.  The quantity ( ) ωkcN ≡  is the 

index of refraction of the wave.  When 0→N  (or equivalently when 0→k ), there is 

cutoff (or wave reflection).  When ∞→N  (or ∞→k ), resonance (or wave absorption) 

occurs.  Table 4.1 summarizes the cutoff and resonance conditions for the principal 

waves. 
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 Cutoffs ( 0=k ) Resonances ( ∞=k ) 
O-wave peωω =  None 

X-wave 
2

4 22
pecece ωωω

ω
++±

=  UHωω =  

R-wave 
2

4 22
pecece ωωω

ω
++

=  ceωω =  

L-wave 
2

4 22
pecece ωωω

ω
++−

=  None 
 

Table 4.1.  Summary of cutoffs and resonances for principal waves in a cold magnetized plasma; 
i.e. ignoring ion dynamics. 
 

Note that the O-wave dispersion relationship, Eq. (4.1), can be written as 

2222
peck ωω −= .  It is apparent, therefore, that k is bounded for a given wave frequency.  

As a result, the O-wave has no resonance, and hence does not contribute to plasma 

heating.  Furthermore, the O-wave is bounded by the critical or cutoff density; i.e. the 

plasma density for which peω  equals the wave frequency.  Once the plasma density 

exceeds the cutoff density, the O-wave is reflected. 

The L-wave in the high frequency limit also has no resonance, as Eq. (4.4) shows; 

however, if we include ion dynamics in the low-frequency regime, we would find that the 

L-wave has a resonance at ciωω = .  Thus, a left-hand circularly polarized wave with a 

frequency ciωω ~  can couple energy to the plasma ions and produce a significant 

amount of ion heating.  Similarly, a right-hand circularly polarized wave provides a 

significant amount of electron heating via resonance at the electron cyclotron frequency.   

Finally, in the high-frequency limit, the O-wave has one resonance at the upper 

hybrid frequency that can contribute to electron heating.  If ion dynamics are included, 

the X- wave also has an additional resonance at a lower frequency (called the lower  
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Figure 4.3.  Dispersion relations for the principal waves in a magnetized plasma with immobile 
ions for pece ωω > .  Rω  and Lω  represent the cutoff frequencies for the R- and L-waves, 
respectively, as given in Table 4.1. 
 

hybrid frequency) that can contribute to ion heating.  The X-wave has two cutoff 

frequencies that are the same as the cutoff frequencies for the R- and L-waves.  The 

dispersion relationships along with our observation above can be captured in a ω vs. k 

plot as shown in Figure 4.3.  The frequencies UHω  and ceω  represent the upper hybrid 

resonance and electron cyclotron resonance for the X-wave and R-wave, respectively. 

 A convenient way to graphically represent wave propagation at an arbitrary angle  

to the applied magnetic field is the Clemmow-Mullaly-Allis (CMA) diagram [44].  The 

CMA diagram presents non-dimensional dispersion relations for the propagating waves,  
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Figure 4.4.  Simplified CMA diagram for principal waves in a magnetized plasma with immobile 
ions for peωω >  and ceωω > . 

 

as well as the cutoff and resonance conditions for the principal waves, for a wide range of 

magnetic fields ( 2ωωω cice ) and densities ( 22 ωω p ) (The term 222
pipep ωωω +=  is the 

natural plasma frequency).  Since this work only considers the high-frequency limit, the 

axes may be modified slightly by plotting 22 ωωce  in the vertical axis and 22 ωω pe  in the 

horizontal axis.  Figure 4.4 shows the cutoff and resonance conditions for the principal 

waves in the high-frequency region of the CMA diagram.  Note that the cutoff for the L-

wave and the low-frequency cutoff for the X-wave, namely Lω , only contains a small 

area at the lower right-hand side of the plot.  As the density increases, the high-frequency 
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limit approximation starts to break down, and ion dynamics become important.  

Consequently, ion dynamics need to be included to obtain a more accurate result. 

The CMA diagram can be used to follow the history of wave 

propagation/reflection/absorption in a plasma.  Consider initial microwave propagation 

(before a plasma is formed) through a region of increasing magnetic field gradient, so 

that the wave moves toward the resonance zone.  Since 0=B  and 0=en , the microwave 

starts at the origin of the CMA diagram ( 0== pece ωω ) as it travels down the waveguide 

system.  The wave then moves upward along the ordinate of the diagram when it passes 

through regions of increasing magnetic field (and, thus, increasing ceω ).  It eventually 

reaches the first resonance zone for the X- and R-wave at the electron cyclotron 

resonance frequency.  At this point, the microwave transfers its energy to the electrons 

through ECR and creates a plasma. 

Once a plasma is formed, the microwave follows a different path on the CMA 

diagram.  As it launches into the plasma chamber, since the density is non-zero, as it 

travels through regions of increasing magnetic field, it will encounter the cutoff zone for 

the R- and X-waves before reaching any resonance zone.  Some of the microwave could 

still tunnel through the cutoff zone with attenuated power and reach the subsequent 

resonance zones.  However, if the density is sufficiently high, all of the microwave 

energy will be reflected.   

If the microwave launches into the plasma chamber from a decreasing magnetic 

field gradient towards the resonance zone – a configuration known as the “magnetic 

beach” – then the microwave would start out in regions where 122 >ωωce  in the CMA 

diagram.  As the microwave travels through regions of decreasing magnetic field, it will 
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always encounter the ECR zone first before encountering the cutoff line.  Thus, the R-

wave will be absorbed without any reflection when it propagates in the direction opposite 

to the magnetic field strength gradient. 

4.1.2 Basic Mechanism of ECR Heating 

The basic principle of ECR heating is illustrated in Figure 4.5.  A linearly 

polarized wave can be decomposed into the sum of two counterrotating circularly 

polarized waves.  One rotates in the right-hand sense around the magnetic field at 

frequency ω (aptly called the right-hand circularly polarized wave, or R-wave or RHCP 

wave for short); the other rotates in the left-hand sense (called left-hand circularly 

polarized wave, or L-wave or LHCP wave for short).  Since the electrons also rotate in 

the right-hand sense around the magnetic field at a frequency ceω , the RHCP wave can 

transfer energy to the electrons if ceωω = .  Figure 4.5a shows that for ceωω = , electron 

rotation around the magnetic field will be in sync with the RHCP wave rotation; if the 

electrons are moving in the opposite direction to the electric field, then a force eEF −=  

continuously acts on the electrons over one rotation, accelerating the electrons at all 

points along their circular orbit thereby increasing their energy.   Of course, conservation 

of total energy dictates that the wave loses the same amount of energy.  On the other 

hand, if the electrons are moving in the same direction as the electric field, the electrons 

will continuously lose energy to the wave over one rotation.  The question then becomes 

whether energy gain exceeds energy loss on average.  Since electrons that gain energy 

have a higher velocity and thus a larger gyroradius, they travel a larger distance over one 

wave rotation than those electrons with a reduced gyroradius due to energy loss.  Since  
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Figure 4.5.  Basic mechanism of ECR heating [43].  Electrons resonate with the RHCP wave 
with continuous energy gain over one wave rotation in (a), whereas there is no electron resonance 
with the LHCP wave in (b) due to alternating energy gain and loss over one rotation. 
 

energy change is given by the force times the distance over which the force acts, this 

means that on average, energy gain would exceed energy loss.  This simple description 

explains how the RHCP wave transfers energy to the electrons via electron cyclotron 

resonance. 

 Now consider the LHCP wave in Figure 4.5b.  Since it rotates in the opposite 

direction as the electron rotation around the magnetic field, it produces an oscillating 

force on the electrons over one rotation such that, on average, there is no energy gain or 

loss.  The net effect of the LHCP wave on the electron energy is zero, hence there is no 

resonance between the LHCP wave and electrons.  On the other hand, since the ions 

rotate in the same sense as the LHCP wave around the magnetic field, there is a net ion 

energy gain via ion cyclotron resonance.  This process is similar to the mechanism 

described above for electrons, but applies only when a low-frequency wave is used.  The 

high-frequency (2.45 GHz) microwave used in our experiments will not resonate with the 
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ions unless the external magnetic field is sufficiently high such that GHz 45.22 =πωci .  

Since the magnetic fields attained in our experiments are far below this magnitude, ECR 

is our basic heating scheme whereby the RHCP wave is absorbed. 

 As mentioned previously, a linearly polarized wave is an equal admixture of 

RHCP and LHCP waves.  The RHCP wave is absorbed, but what happens to the LHCP 

wave?  It might be inefficiently converted to a RHCP wave due to multiple reflections 

from the waveguide feed or source surfaces, or more efficiently from a critical density 

layer in the source [43].   In any case, the exact fate of the LHCP wave is unclear. 

4.2 Experimental Setup 

4.2.1 Description of the ECR Plasma Source 

As mentioned in Chapter 2, the GDM operates with a high-density plasma.  A 

microwave source is chosen because of the high plasma density it can achieve compared 

to lower-frequency systems such as capacitively and inductively coupled plasma sources 

[43].   A helicon source can also provide similar density and electron temperature, but 

can be complicated to operate as both an RF electric field and a DC magnetic field need 

to be maintained.  Furthermore, a microwave source is especially suited for the GDM 

since the GDM magnetic field configuration naturally provides the magnetic field (and 

the proper field gradient) required for ECR heating. 

As described in Section 4.1, there are two ways a high-frequency wave such as 

microwave can couple energy to the plasma electrons.  One method couples energy from 

a right circularly polarized wave via electron cyclotron resonance (ECR); the other 

method couples energy from an extraordinary wave via upper hybrid resonance.  

Although both energy-transfer methods require an external magnetic field, Figure 4.4 
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shows that the frequency at which ECR occurs is independent of the plasma density.  

This means that for a particular microwave frequency, the magnetic field strength 

required for ECR is fixed and known.  This provides a well defined region in the system 

in which electron cyclotron resonance heating (ECRH) takes place, allowing the system 

designer to control the ECR zone location by design.  Hence, the goal of this work is to 

build and utilize an ECR source for the experiments. 

To accomplish this goal, it is, therefore, critical that the microwave be launched 

from the high B field side with a decreasing B field gradient; otherwise, density will be 

limited because upper hybrid absorption will occur in addition to wave reflection, as 

explained in Section 4.1.  The B field configuration of the GDM upstream mirror 

naturally provides this “magnetic beach” configuration to ensure that ECR occurs. 

Figure 4.6 shows the schematics and photograph of the ECR setup.  The 

microwave source is a 2.45-GHz, 2-kW magnetron powered by a Model SM840E 

switching power generator from Alter Power Systems.  The magnetron is enclosed in the 

water-cooled magnetron head assembly (Model TM020) with a WR284 waveguide 

launcher.  The system can be controlled either remotely from a computer or by means of 

the panel controls, and the power output can be regulated from 10% to 100% of the 

nominal 2-kW power. 

Launched microwaves are then transmitted through a series of waveguide 

components, all of which were purchased from Gerling Applied Engineering.  The 

WR284 waveguide is chosen for the system.  Although the established frequency range 

for the WR284 is 2.60-3.95 GHz, it is widely and successfully used at 2.45 GHz and is  
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(a) 

(b) 

Figure 4.6.  Photograph (a) and schematics (b) of the ECR source. 
 

the preferred choice for 2.45-GHz operation at average power levels up to 6 kW [45].  It 

is more compact than the WR340 (which has an established frequency range of 2.20-3.30 

GHz), and WR284 waveguide components are readily available from various vendors. 

The microwaves are first transmitted through a 3-port circulator (Model GA1112) 

with a 3-kW forward and reverse continuous (CW) power capability, which diverts 

reflected waves from the microwave system beyond the circulator into a 3-kW (CW) 

water-cooled dummy load (Model GA1201) to prevent reflected power from damaging 



 

 88 

the magnetron.  After the circulator, the microwaves are transmitted through a 60-dB dual 

directional coupler (Model GA3102) with a 6-kW (CW) rating and a minimum directivity 

of 25 dB.  A directional coupler allows two microwave circuits to be combined into one 

integrated system in one direction while being completely isolated in the opposite 

direction [46].  A dual directional coupler is two basic couplers put back-to-back and 

allows both the forward and reflected power to be monitored simultaneously.  The 

directivity indicates how accurately the system measurement can be made.  High 

directivity indicates minimal interference between the forward and reverse powers in the 

coupler.  The coupling factor (60 dB) indicates the amount of input power attenuation.  

The attenuated RF signals from the coupler are converted to DC voltages via a pair of 

crystal detectors and are delivered to a set of analog meters via RG-58/U coaxial cables 

for forward and reflected power measurements.  The forward and reflected meters have a 

3.5-kW and a 700-W scale, respectively, and are calibrated for low ripple waveform (e.g. 

CW, filtered output).  The incident wave then passes through a 3-stub tuner (Model 

GA1001) with a 3-kW (CW) rating.  Impedance matching is done via three stubs with ¼-

wave chokes spaced at ¼ guide wavelength intervals; each ¼-wave choke is offset 16
1  

guide wavelength from the center.  Finally, a rectangular-to-circular transition waveguide 

converts the dominant TE10 mode in the rectangular waveguide into TE11 mode in the 

circular waveguide.  A ¼″ thick alumina disc at the end of the waveguide setup serves as 

a vacuum window as well as a microwave transmission window to transmit the 

microwaves into the GDM/vacuum chamber. 
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4.2.1.1 Mode Converter 

As explained in the previous section, an ECR plasma source works by coupling 

the right-hand circularly polarized wave to the electron motion in a magnetic field.  

Standard rectangular waveguide was used, but in order to connect the waveguide system 

to the circular plasma tube of the GDM, a circular section of waveguide is needed.  Thus, 

a mode converter is needed to convert from the rectangular waveguide to a circular one.  

The converter needs to be properly designed to ensure that it preserves mode purity and is 

higher-order mode free.  Standard rectangular waveguides are designed to excite the 

linearly polarized TE10 mode, and the purpose of the mode converter is to convert this to 

the lowest-order linearly polarized TE11 Figure 4.7 mode in a circular waveguide.   shows 

the two wave modes, and Figure 4.8 shows the mode converter made by Microwave 

Engineering Corporation.  This converter uses a 2-section homogeneous stepped mode 

design [47] that converts from WR284 to a 3.392″ I.D. circular waveguide. 

4.2.2 Design of the GDM 

A small gasdynamic mirror was constructed for our study.  The device consists of 

twelve electromagnetic coils with a spacing designed to produce the desired magnetic 

field topology (Figure 4.9).  Together, these coils form two mirror segments and the 

central section.  The design of the magnetic field profiles is discussed in the next section. 

The twelve coils are housed in two individual magnet housings positioned back-

to-back.  Each housing holds six magnet coils.  One housing is 14.5″ long and contains 

the upstream mirror and part of the central magnets.  The second housing measures 15″ 

long and contains the remaining central magnets and the downstream mirror.  The magnet  
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(a) 

 
(b) 

Figure 4.7.  Cross-sectional view of the dominant (a) TE10 and (b) TE11

 

 modes in rectangular and 
circular waveguides, respectively. 

 
(a) 

 
(b) 

Figure 4.8.  Photographs of the rectangular-to-circular waveguide mode converter using a 2-
section homogeneous stepped mode design to convert from TE10 to TE11

 
 wave mode. 

spools are constructed out of aluminum, while the magnet housings and the endcaps at 

the two ends are constructed out of galvanized steel.  Steel was chosen for these endcaps 

in order to enhance the magnetic field strength, while the ‘endcaps’ at the center are made 

out of aluminum so as not to disturb the magnetic field profile.  The total length of the 

magnet assembly (and, thus, the GDM) is 29.75″.  The magnets are wound with AWG 11 

magnet wires, with a derated current rating of ~15 A when bundled in vacuum.  Although 

the current rating is higher in air, overheating was a concern even with 15 A operation 

Electric Field 
Magnetic Field Electric Field Magnetic Field 
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due to the absence of cooling and the enclosed nature of the magnet housing.  

Consequently, a 15 A limit sets the maximum applied current. 

 
(a) 

 
(b) 

Figure 4.9.  Photographs of the overall setup and the GDM magnets. 
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(a) 

 

(b) 

Figure 4.10.  Microwave window flange made from 304 stainless steel, (a) without the window, 
and (b) with the ¼″ thick, 3-¾″ O.D. alumina disc positioned inside. 
 

The plasma is contained inside an 85-mm I.D. Pyrex tube sealed at both ends to 

304 stainless steel flanges.  The tube with the flanges has a total length of 27″ and sits 

inside the magnets.  One end of the tube is bolted to a vacuum chamber flange through a 

bellows assembly.  The other end is bolted to a flange that holds the microwave window 

(Figure 4.10) and an aluminum waveguide extension that connects to the microwave 

waveguide setup described in the previous section. 

The alumina microwave window is positioned around the region of maximum 

magnetic field in the upstream mirror.  This configuration provides a decreasing magnetic 

field gradient in the plasma for the microwave to penetrate, as explained in Section 4.1.1.  

In addition, the strong magnetic field gradient induces a potential hill that helps to reduce 

plasma ion backstreaming and alumina disc heating as a result.  Figure 4.11 shows how 

all the components are connected. 
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(a) 

 

(b) 

Figure 4.11.  Photographs showing (a) the Pyrex tube connected to the rest of the setup, and (b) 
close-up of the mode converter, circular extension waveguide, and the microwave window flange.  
The position of the alumina disc is indicated in (b). 
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4.2.3 Magnetic Field Description 

The design of the GDM magnetic field was driven by several desired 

characteristics and practical considerations.  As described previously, the GDM has a 

mirror field with high magnetic fields at the upstream and downstream mirrors and a 

lower but relatively uniform central field.  An additional requirement for our tests is that 

the downstream mirror field must be adjustable to an extent while remaining stronger 

than the central field.  This allows the study of the effect of varying mirror ratios on the 

plasma.  Though the upstream mirror field was held constant during testing, it must be 

sufficiently high to encompass the ECR zone (875 G).  The central field must be uniform 

and lower than the mirror fields; in fact, it is desirable to keep it low enough to 

effectively produce a higher downstream mirror ratio given the current limits, but high 

enough to keep the ions magnetized.  The primary practical constraint was the maximum 

driving current of 15 A for the magnets, as explained previously. 

Three magnetic field settings were chosen to study the effects of varying mirror 

ratios.  The mirror ratio can be varied by either varying the central field, the mirror field, 

or both.  The upstream mirror needed to be driven with the maximum allowable current 

in order to satisfy the ECR zone location requirement mentioned above.  The downstream 

mirror field was varied and the central field was kept constant in order to isolate the 

effects of varying just one parameter.  Changing the central field would have affected 

both upstream and downstream conditions, complicating comparisons between settings.  

Table 4.2 shows the input currents for the three chosen magnetic field settings, where TR  

denotes the exit mirror ratio, and Figure 4.12 shows the simulated centerline magnetic 

field profiles for the three settings. 
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Magnet 
Coil 

Number of 
Turns 

Spacing to 
Next Coil 

(inch)  

Input Current (A) 

Low B 
83.1=TR  

Medium B 
40.2=TR  

High B 
56.3=TR  

1 365 0 15 15 15 
2 363 0 15 15 15 
3 362 0.5 15 15 15 
4 359 0.75 3 3 3 
5 363 0.75 3 3 3 
6 354 0.75 3.8 3.8 3.8 
7 363 0.5 3.6 3.6 3.6 
8 373 0.5 3.3 3.3 3.3 
9 374 0.5 3.7 3.5 3 

10 369 0.5 1.2 0.5 0.5 
11 372 0.5 7.5 10 15 
12 371 − 7.5 10 15 

 

Table 4.2.  Input currents for the three magnetic field settings.  Also shown are the number of 
wire turns for each of the coils and the spacing between coils. 
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Figure 4.12.  Simulated centerline magnetic field profiles for the three downstream mirror 
settings.  y = 0 is the exit plane of the vacuum chamber flange.  Light brown areas represent the 
steel magnet housing endcaps; silver areas represent the magnet coils; orange area represents the 
position of the alumina disc.  Simulations carried out in MagNet 6.0. 
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The peak centerline field strength at the upstream mirror is ~1100 G, achieved by 

running the maximum current capacity of 15 A through the first three coils.  The steel 

endcap closes the magnetic field lines, further enhancing the upstream field strength and 

ensuring that the ECR zone is located well beyond the downstream (vacuum) side of the 

microwave window.  The alumina microwave window is positioned approximately where 

the axial magnetic field peaks.  Adjustments to the central coil currents provide a uniform 

central field.  The downstream mirror field is varied by adjusting the input currents to 

coils 9 through 12; this adjustment can be made without affecting the field at either the 

upstream mirror or the central section.  Figure 4.13 shows magnetic field streamlines and 

the contour plots of the field strength predicted by MagNet simulations of the three 

magnetic field settings. 

 In order to verify the MagNet simulation on which the design was based, the 

centerline magnetic field of the GDM was mapped with a 3-axis Hall probe connected to 

a 3-channel gaussmeter.  Figure 4.14 compares the Hall probe data with the simulation.  

Overall, the agreement is excellent. 

4.2.4 Junior Test Facility 

All testing was performed in the Junior Test Facility (“Junior”) at the 

Plasmadynamics and Electric Propulsion Laboratory (PEPL) at the University of 

Michigan.  The chamber, shown in Figure 4.15, is 3 m long and 1 m in diameter.  A 60-

cm-diameter gate valve connects this facility to the Large Vacuum Test Facility (LVTF).  

The pumping system consists of a E1M275 mechanical pump with a pumping speed of 

180 cfm at 60 Hz, a EH500 blower with a pumping speed of 355 cfm at 60 Hz, and a  
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Figure 4.13.  Contour plots of field strength along with field lines for (a) low, (b) medium, and 
(c) high B settings.  Plots are shown across the z = 0 plane (where x = 0 and z = 0 is the radial 
centerline of the GDM).  Note that y = 0 in these plots is the start location of the upstream mirror. 
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Figure 4.14.  Centerline magnetic field comparison between modeled MagNet results and 
experimental data taken from a 3-axis Hall probe for the high field setting from Figure 4.12. 
 

 

Figure 4.15.  Photograph of the Junior Test Facility. 
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Leybold MAG W 2010 C turbopump with a pumping speed of 1650 L⋅s-1

At the beginning of a typical pumpdown, rough vacuum is reached using the 

roughing pump and the blower.  When the chamber pressure reaches ~100 mTorr, the 

gate valve below Junior is closed and the turbopump is turned on.  Closing the gate valve 

ensures that the roughing pump and blower are backing the turbopump correctly.  The 

chamber can presently attain a pressure of <10

.  The chamber 

can operate with the roughing pump alone, with the roughing pump backed by the 

blower, or with the turbopump backed by both the roughing pump and blower.  The third 

option was used for all the testing. 

-5 Torr in about 40 minutes using all three 

pumping systems and can reach 10-6

4.2.5 Experimental Layout 

 Torr in about 1.5 to 2 hours.  During testing with an 

argon flow rate of 250 sccm, the background pressure was around 2 mTorr. 

Figure 4.16 shows a schematic of the experimental layout (see Figure 4.9 for 

photographs) and defines the coordinate system for the measurements.  The Pyrex tube is 

bolted to a short section of bellows, which is then connected to a 13.5 cm diameter port 

on the 19″ diameter flange located on the side of Junior.  Argon gas is fed into the system 

from an opening on the side of the Pyrex tube, located between magnet coils 3 and 4.  

Three high precision linear tables inside the vacuum chamber are controlled by an 

external motion controller via a LabVIEW interface.  These tables allow for movement of 

the probes during testing.  Measurements at various x and y locations were taken both 

inside and downstream of the GDM, providing a 2-dimensional sweep along the z = 0 

plane.  The Pyrex tube center line defines the x and z origins, while the y origin is located 

at the exit plane of the chamber flange.  For internal (i.e., inside Pyrex tube) 
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measurements, two of the motion tables are stacked linearly to extend the range of linear 

traverse.  Even so, however, the furthest upstream that could be reached was y = -57 cm.  

Table 4.3 summarizes the data range. 

4.3 Diagnostics 

The main diagnostic tool used in these studies was a cylindrical Langmuir probe.  

Analysis of the resulting traces provided the ion number density, electron temperature, 

floating potential, and plasma potential. 

 

Figure 4.16.  Experimental layout shown from looking down from the vertical (z) direction. 
 

Location Radial, x 
(cm) 

Axial, y 
(cm) 

Vertical, z 
(cm) 

Mirror 
Ratio 

Internal 

Inside 
Magnets 

-2 to 2 

-57 to -8 

0 
Low 

Medium1

Downstream 
of Magnets 

 
High -8 to 0 

External Inside 
Chamber -3 to 3 0 to 11 0 

Low 
Medium 

High 
 

Table 4.3.  Langmuir probe measurement domain. 
1

 
For the medium B setting, only x = 0 was measured, i.e only along centerline. 

0 

10 
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4.3.1 Single Langmuir Probe 

The single Langmuir probe is the most basic plasma diagnostic tool and remains 

one of the most useful and ubiquitous tools used in plasma research.  It was first applied 

by Irving Langmuir in 1926 [48,49].  The Langmuir probe, in its most basic form, is a 

conducting tip (e.g. a wire) inserted in the plasma.  An external power supply applies a 

bias voltage to the probe, and an ammeter measures the current collected by the probe.  

This results in a current vs. voltage characteristic (I-V curve), from which various plasma 

properties can be deduced. 

The representative Langmuir probe I-V curve shown in Figure 4.17 can be 

divided into three regions.  Region 1 is where the applied probe voltage is below the 

floating potential.  The floating potential, fV , is the voltage at which the collected ion 

and electron currents are the same, resulting in zero net current to the probe.  At probe 

voltages well below the floating potential, electrons are unable to overcome the large 

negative potential, and as a result only ions are collected.  The amount of ion current 

collected is determined by the appropriate sheath condition.  The resulting current is 

called the ion saturation current, and hence Region 1 is generally referred to as the ion 

saturation region. 

As probe voltages increase, an increasing amount of electrons become capable of 

overcoming the potential difference and collected by the probe.  At probe voltages above 

the floating potential (but below the plasma potential, pV ), the number of electrons that 

can be collected increases with increasing probe voltage; thus, collected current 

increases.  This is Region 2.  However, since the probe is still at a negative potential with 
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respect to the surrounding plasma, electrons are not collected ‘freely’; as a result, this 

region is called the electron retarding region. 

Once probe voltage rises above the plasma potential (Region 3), the probe is now 

positive with respect to the surrounding plasma.  Electrons become attracted to the probe, 

with ions increasingly being repelled.  At voltages sufficiently above the plasma 

potential, all ions are repelled, and only electrons are collected.  This current is referred to 

as the electron saturation current, and Region 3 is therefore called the electron saturation 

region. 

4.3.2 Langmuir Probe Theory 

Langmuir probe analysis is strongly tied to the operating regime of the probe.  

This regime can be characterized by two non-dimensional quantities.  The first quantity,  

 

 
Figure 4.17.  A typical Langmuir probe I-V characteristic showing how the probe current varies 
with probe potential. 
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the Knudsen number ( nK  ), determines whether the probe operates in the collisionless or 

collisional regime.  The Knudsen number is the ratio of the ion and electron collisional 

mean free path ( mfpλ ) and a characteristic length scale of the system, such as the Debye 

length ( Dλ ): 

 
D

mfp
nK

λ
λ

=  (4.5) 

The particle mean free path is given by Eq. (4.6), while the Debye length, Eq. (4.7), is a 

measure of sheath thickness. 
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In the above equations, σ is the collisional cross section for the relevant particle 

species, and n is the density.  If the Knudsen number is much greater than one, then we 

have a collisionless sheath, and the probe is operating in the collisionless regime [50].  

For the tests in these studies, the electron Debye length is very small, and the condition 

that 1>>nK   is true.  As a result, the Langmuir probe is operating in the collisionless 

regime. 

 Within the collisionless model of Langmuir probe theory, analysis can be further 

divided into two categories based on the ratio of probe radius to Debye length, Dpr λ .  

When 3<Dpr λ , the sheath is thick relative to the probe tip, and we have the so-called 

orbital motion limited (OML) regime [51].  In this regime, not all particles entering the 

sheath will ultimately hit the probe; instead, the orbital motion of particles entering the 
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sheath is the governing factor, determining whether they will eventually be collected.  

Hence, current collection in the OML regime is independent of the thickness of the 

sheath.  In fact, the sheath thickness in this regime increases as the probe voltage 

becomes more negative, thereby increasing the collected ion current.  Laframboise 

developed methods to analyze the probe characteristic and deduce the ion number density 

in the OML regime for a collisionless and stationary plasma [52,53]. 

 When 10>Dpr λ , the sheath is thin.  This regime is aptly named the thin-sheath 

regime.  Here the sheath thickness governs current collection, which can be determined 

without considering the orbital motion of the particles [50,51,54].  In this regime, unlike 

OML, it is necessary to calculate the sheath thickness to obtain the ion density. 

 Finally in the transitional regime (where 103 << Dpr λ ), a combined approach is 

used, which will be discussed below. 

4.3.3 Langmuir Probe Data Analysis 

Every measured I-V curve was imported into Matlab for the following analysis.  

First, the floating potential was found directly from the I-V trace; this was the point 

where the collected current was zero.  Then, a range of bias voltages (10 V to 40 V) 

below the floating potential was chosen for a linear fit to the ion saturation region.  The 

resulting line (representing the ion current) was subsequently extrapolated to the full 

range of bias voltages.  Subtracting this line from the original I-V curve provided an 

estimate of the electron current as a function of probe voltage. 

With the ion current removed from the trace, the Maxwellian electron temperature 

could then be determined from the inverse slope of the natural log of the electron current 

as a function of probe bias voltage in the electron retarding region of the trace: 
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The inverse slope method is the one most typically used to determine the Maxwellian 

electron temperature.  Another method that can be used to determine the Maxwellian 

electron temperature uses the plasma potential and floating potential directly in the 

following equation [55].  
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Finally, for plasmas that may possess a non-Maxwellian distribution, an effective 

electron temperature, Eq. (4.10), can be defined [56] by partially integrating the first part 

of Eq. (4.8) and using the electron saturation current: 
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For a truly Maxwellian plasma, the three methods should give equivalent electron 

temperatures. 

Next for the ion density analysis, typically either the OML or the thin-sheath 

analysis was carried out depending on the operating regime of the Langmuir probe.  

Since this was not necessarily known beforehand in these studies due to the wide range of 

densities present, both techniques were carried out, and the most self-consistent values 

were chosen at the end. 

First, the OML analysis was assumed.  The ion number density for a cylindrical 

probe in this case is given by Eq. (4.11) [51,52,53], 
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where Bi dVdI 2  is the slope of the ion current squared with respect to bias voltage (using 

the ion current fit obtained in the beginning of this analysis).  pA  is the probe tip surface 

area, and iM  is the ion mass. 

 Next the thin-sheath ion number density was calculated using Eq. (4.12) [50,51]. 
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Because the ion current fit found previously had a non-zero slope, its value varied as a 

function of probe voltage.  In order to determine the thin-sheath ion density, a value 

needed to be chosen as the ion saturation current isatI , preferably at a probe voltage well 

below the floating potential.  For this analysis, the ion current value at 40 V below the 

floating potential was chosen as the ion saturation current.  The sheath area sA  

surrounding the probe tip is a function of the tip size and the sheath thickness.  Since the 

sheath thickness is a function of the Debye length, it depends on both electron 

temperature and electron number density.  As a result, an iterative process was needed to 

calculate the thin-sheath ion density.  Initially, sA  was taken to be the probe tip surface 

area pA .  Using this initial sA  value and the electron temperature found previously, an 

estimated ion density TSin ,  was calculated using Eq. (4.12).  Assuming quasi-neutrality 

( TSie nn ,= ), the Debye length was found using Eq. (4.7).  The sheath thickness and the 

sheath area were then found using the following equations [50]. 

 















+


















−
















−


















−= 2ln

2
1

2
1ln

2
102.1

2
12

1

2
1

i

e

i

e
Ds M

m
M
m

x λ  (4.13) 



 

 107 

 









+≈

p

s
ps r

x
AA 1  (4.14) 

The thin-sheath ion density was then recalculated using the newly found value for sA .  

The iterative process continued until TSin ,  converged to a final value. 

 Once both the OML and thin-sheath ion density values were found, their 

respective Debye length and Dpr λ  ratio were calculated.  If the resulting ratios 

suggested that the probe was in the OML regime, the OML ion density was reported.  On 

the other hand, if the ratios suggested the probe was in the thin-sheath regime, the thin-

sheath density was reported.  Otherwise, the data point fell in the transitional regime, and 

a weighted average based on the Dpr λ  ratio was used to determine the correct ion 

density.  Despite all this effort in ensuring the ion density was calculated properly, it 

turned out that all of the data fell in the OML regime since the probe radius was 

sufficiently small that the Dpr λ  was always less than 3. 

 Finally, the last property that deduced from the I-V trace was the plasma 

potential, which is the potential of the undisturbed plasma surrounding the probe.  

Qualitatively, the plasma potential can be seen as the “knee” in the I-V trace between the 

electron retarding and electron saturation regions.  To estimate the plasma potential more 

systematically and quantitatively, two methods were used.  Both methods are illustrated 

in Figure 4.18. 

The first method is referred to as the “log method”.  The natural log of the 

electron current was plotted as a function of probe voltage.  A line was fit to the electron 

retarding region; this was the same line used previously to calculate the electron  
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(a) 

 

(b) 

 

(c) 

 
Figure 4.18.  Various approaches for determining pV : (a) ‘knee’ in the I-V trace, (b) log-linear 

method, (c) derivative method.  isatI  and esatI  are the ion and electron saturation fit, respectively. 
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temperature.  Another line was fit to the electron saturation region; this shows up in the 

semi-log plot as the region where the curve starts leveling off.  The voltage at which the 

two lines intersect was taken to be the plasma potential. 

The second method used to estimate the plasma potential is the “derivative 

method”.  In this method, the first derivative of the electron current as a function of probe 

voltage (i.e. Be dVdI ) was calculated.  The voltage at which this first derivative is 

maximum is the plasma potential. 

4.3.4 Langmuir Probe Setup 

Figure 4.19 shows the Langmuir probe setup for the internal measurements.  Two 

of the motion tables were stacked linearly to extend the axial range, while the last one 

was positioned to allow sideways (i.e. radial) motion.  Figure 4.20 shows a close-up 

photograph and schematic of the probe tip, which is made of 0.005″ (0.127 mm) diameter 

by 1 mm long tungsten wire oriented perpendicular to the body of the Langmuir probe.  

The reason for this orientation is so that the collection electrode is oriented perpendicular 

to the external magnetic field, minimizing magnetic field effects. 

The Langmuir probe was electrically connected to a Keithley 2410 Sourcemeter 

and operated via a LabVIEW VI.  Using the Sourcemeter simplified the electrical 

connection substantially, since it can simultaneously source a voltage and measure the 

resulting current. 

4.3.5 Magnetic Field Effects 

The analysis outlined in Sections 4.3.2 and 4.3.3 assumes no magnetic field is 

present, so that the particle dynamics are governed by only the electric field.  When a  
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Figure 4.19.  Langmuir probe setup for internal measurements. 
 

 

(a) 

 

(b) 

Figure 4.20.  Close-up photograph and schematic of the probe tip. 
 

magnetic field is present, the problem becomes much more complicated.  The magnetic 

field causes the plasma electrons and ions to gyrate along the magnetic field lines with a 

transverse radius called the cyclotron radius.  This severely restricts particle motion 

across magnetic fields, although motion along field lines remains uninhibited. 

Alumina Tube 

Tungsten Probe Tip 
∅ 0.127 mm 

1 mm 

Plasma Flow 
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Because particles cannot cross field lines without collisions, the sheath structure 

in a magnetic field can become distorted.  One of the most notable effects when a 

magnetic field is present is that the electron saturation current is decreased below its 

value in the absence of the magnetic field [50,51,54].  This is presumably because the 

available electron current, which normally is that diffusing into a sphere of radius on the 

order of the Debye length around the probe, is now decreased to that diffusing at a 

reduced rate across B into a cylindrical tube defined by the lines of force intercepted by 

the probe [51]. 

The effect of a magnetic field on LP probe characteristics can be lessened by 

orienting the probe tip perpendicular to the magnetic field lines.  Since the electron mass 

is so small, the effects on electron current collection often cannot be completely avoided 

unless B is very weak.  On the other hand, the probe should be sized so that magnetic 

field effects on ion current collection are negligible. 

In general, the importance of magnetic field effects is determined by the ratio of 

the particle cyclotron radius to a characteristic dimension of the probe, taken to be the 

probe radius here.  If the cyclotron radius pc rr >> , then magnetic field effects can be 

neglected, and the techniques outlined previously for Langmuir probe analysis should 

apply.  The cyclotron radius is given by Eq. (4.15), 

 
c

c
vr
ω
⊥=  (4.15) 

where the perpendicular velocity ⊥v  is approximated by the particle thermal velocity, and 

cω  is the cyclotron frequency. 
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(4.17) 

Table 4.4 summarizes the resulting cyclotron radii for electrons and ions at 

applied fields of 200 G and 1000 G, which encompass the range of field strengths 

expected in the test regions.  Typical values for the electron and ion temperatures that can 

be expected were chosen in this calculation.  The probe radius is mm 064.0=pr .  Near 

the central section where B is between 200-300 G and the electron temperature is 

expected to be 3-5 eV, the electron cyclotron raidus is larger than the probe radius 

( pLe rr > ), and electron current collection should not be heavily affected.  However, near 

the downstream mirror where B peaks at ~850 G for the high field setting, the electron 

cyclotron radius is near or lower than the probe radius ( pLe rr ≤ ).  In this case, magnetic 

field effects would unavoidably come into play.  By orienting the probe perpendicular to 

the applied magnetic field, the effect can be minimized. 

  
Magnetic Field (G) 

200 1000 

Electron 
Temperature 

(eV) 

1 0.190 mm 0.038 mm 

5 0.425 mm 0.085 mm 

Ion 
Temperature 

(eV) 
0.1 16.2 mm 3.25 mm 

 

Table 4.4.  Electron and ion cyclotron radius.  Probe radius is 0.064 mm.  Blue indicates values 
larger than probe radius.  Red indicates values less than or approximately equal to probe radius. 
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As Table 4.4 shows, the ion cyclotron radius pLi rr >>  for all regions, so magnetic 

field effects on ion current collection are negligible.  Hence, the probe was sized such 

that the techniques outlined previously for analyzing Langmuir probe traces remain valid 

throughout the discharge. 
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Chapter 5  

Experimental Results 

 Langmuir probe measurements were taken in order to examine the plasma 

characteristics inside and downstream of the GDM.  Figure 5.1 shows a photograph of the 

argon plasma.  The argon flow rate was fixed at 250 sccm, which translates to ~2 mTorr 

of tank pressure during operation.  Input microwave power was between 700 and 800 W.  

The reflected microwave power was ~0 with proper tuning. 

The primary goal of the measurements was to obtain the ion density, electron 

temperature and plasma potential throughout the measurement domain, which was 

summarized in Figure 4.16 and Table 4.3.  The data domain was divided into two regions 

with respect to the GDM, which is labeled as internal and external.  The internal region 

refers to the areas that are outside of the vacuum chamber, such as the Pyrex tube and 

bellows flange interior.  The external region refers to the downstream areas inside the 

chamber. 

Data were measured in a full 2D map in all cases but one.  For internal 

measurement at the medium field setting, data were collected only along the GDM 

centerline.  Specifically, the data domain is as follows: 

 Internal: x = 0, ±1, ±2 cm 
y = 0, −2, −4, …, −56, −57 cm 

 External: x = 0, ±1, ±2, ±3 cm 
   y = 0, 1, 2, 3, 7, 11 cm 
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Figure 5.1.  Photograph of the argon plasma inside the GDM. 
 

5.1 Ion Number Density 

5.1.1 Internal Measurements 

Figure 5.2 shows the radial profile of the ion density at selected axial locations, 

while Figure 5.3 shows the axial profile at and off the device centerline.  As expected, the 

density is generally highest at the center and drops off radially.  The highest density 

observed is around 1.8×1017 m-3 for the low field setting and 1.6×1017 m-3 for the high 

field setting at y = -57 cm.  However, the difference between these two peak densities is 

within the measurement uncertainty and is thus not statistically significant.  Since only 

the exit mirror ratio was varied, it is doubtful that this variation would affect the upstream 

condition in any significant way.  Due to the limitation mentioned previously regarding 

the axial distance that can be probed, the location of the highest observed density is still 

relatively far downstream from the main ECR zone.  Therefore, this is most likely not the 

highest density achieved by the ECR plasma source inside the GDM, since y = -57 cm 

corresponds to the end of magnet 5.  This location is just upstream of the central section, 
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as can be seen in Figure 4.12.  The density at this location would be expected to have 

dropped somewhat already compared to that produced closer to the ECR zone. 

The axial density profiles further show that the density decreases rather rapidly as 

one moves downstream until y reaches approximately -30 to -20 cm.  Between -20 and -

10 cm, the density briefly increases.  This ‘bump’ in the density profile coincides 

precisely with the location of the downstream mirror shown in Figure 4.12.  This suggests  

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 5.2.  Radial ion density profiles for low (a, b) and high (c, d) field settings.  The y-axis is 
plotted in both linear and log scale to better show the profiles at both upstream and downstream 
locations. 
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(a) 

 

(b) 

 
Figure 5.3.  Axial ion density profiles for (a) low and (b) high B settings. 
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that some of the ions were being trapped by the stronger mirror field and can be 

considered as direct evidence that the ions were magnetized. 

Finally, Figure 5.4 shows a 2D map of the density in the GDM.  This shows that 

the density profile is fairly symmetric about the centerline throughout the measurement 

domain, and the trend is consistent across various exit mirror ratios. 

5.1.1.1 Comparison between Mirror Ratios 

Figure 5.5 compares the centerline density profiles for the three exit mirror ratios.  

As mentioned previously, the upstream density is not affected by the exit mirror ratio.  

However, the ion density near the downstream mirror at the high magnetic field setting 

( 56.3=TR ) is clearly higher than the ion density for either of the lower B settings.  This 

is also evident in the contour plots in Figure 5.4, where the “warmer” color in (b) 

indicates a higher density across the radial direction for the same axial locations.  This 

difference can be explained by the fact that the higher mirror field would trap more of the 

ions causing higher density not only at the mirror but also immediately upstream as the 

ions are being ‘reflected’.  Another factor that might possibly contribute to the large 

difference is that the maximum magnetic field strength for this mirror ratio setting (~850 

G) was sufficiently close to the ECR magnetic field (875 G) that there was a secondary 

ECR zone present.  This secondary ECR zone, however, would be much weaker due to 

the fact that most of the microwave energy would have been absorbed by the plasma 

upstream and that the microwave would be traveling against an increasing B field 

gradient at this location. 

While Figure 5.5 also suggests a very slightly higher density at a medium B than  
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 (a) 

 

(b) 

 
Figure 5.4.  Contour plots of internal ion density for (a) low and (b) high B field settings. 
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Figure 5.5.  Centerline ion density for various exit mirror ratios. 

 

at a low B setting, the difference is within the measurement uncertainty.  Thus, the mirror 

ratio effects cannot be concluded for these cases. 

Given an ion with sufficient energy to overcome both the low and high B field  

gradient, one effect of a higher B field is that it further slows down the parallel (to B) 

component of the ion velocity vector.  As the ion climbs up and over the potential hill, 

the force acting on the particle is BF


∇−= µ .  This could cause the local increase in the 

ion density shown by the higher density apparent in Figure 5.5 immediately downstream 

from the mirror for the higher B field setting.  At the same time, however, the lower B 

would allow more ions to pass due to the lower energy threshold.  At this point, it is not 

immediately clear what is the best explanation for the observed trend. 

5.1.2 External Measurements 

Figure 5.6 shows ion density results for the external measurement domain.  Since  
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(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

Figure 5.6.  External radial and axial ion density profiles for low (a, b), medium (c, d) and high 
(e, f) B field settings.  Note that the vertical scales of the plots are different for the three settings. 
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(a) 

 

(b) 

 

(c) 

 
Figure 5.7.  Contour plots of external ion density for (a) low, (b) medium and (c) high B settings. 
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the diagnostics setup was changed between the internal and external testing, the y = 0 

results here are not quite identical to the y = 0 results from the internal measurements.  

However, the results from both sets of measurements do match up quite nicely within any 

measurement uncertainty, since the ECR plasma was very repeatable. 

Once again, the ion density peaks at the centerline, dropping off both radially and 

axially as we move downstream.  For all three mirror ratios, the ion density drops to 

around 1.3×1014 m-3

The contour plots in 

 along the centerline at a location 11 cm into the chamber (which 

translates to ~19 cm downstream from the exit of the GDM magnets).  The overall 

decrease throughout the axial range is quite modest. 

Figure 5.7 shows that the ion density at y = 0 increases 

slightly with increasing TR .  This is consistent with the trend seen in Figure 5.5.  This 

again reaffirms what was mentioned in the beginning of this section: that the results from 

the two sets of measurements (internal and external) were consistent with each other, and 

that the ECR plasma in these tests was highly repeatable. 

5.2 Electron Temperature 

As explained in Section 4.3.3, three approaches can be used to determine the 

electron temperature from Langmuir probe data.  Typically the inverse-slope method is 

used, but the other methods can be applied to check for consistency and lend confidence 

to the results.  There is a considerable uncertainty inherent in each approach and with the 

noisiness of the data.  Furthermore, the electrons may not be completely Maxwellian 

(although in many cases this assumption is acceptable). 
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Figure 5.8 shows the electron temperatures determined using each of the three 

methods along the centerline inside the GDM for 40.2=TR .  The results seen here is 

representative of the results seen for other locations and other mirror ratios.  As Figure 

5.8 shows, the general trend in the axial electron temperature profile remains consistent 

among the various methods, which lends confidence to the observed trend.  However, 

there are discrepancies of ≤ 2 eV in the values obtained by the inverse-slope method and 

by the potential method.  Furthermore, the effective temperature obtained from the 

integral method depends on how the electron saturation current was chosen.  The electron 

saturation current should be the current collected by the probe when it is at a sufficiently 

ion-repelling bias voltage; however, as Figure 4.17 shows, the electron current does 

continue to increase (albeit at an increasingly slower rate) as the probe bias voltage 

becomes increasingly positive.  Thus, it is arguable what would be considered a proper  

 

 
Figure 5.8.  Comparison of the electron temperature calculation using Eqs. (4.8) – (4.10).  For the 
integral method, Iln  was plotted vs. BV , and esatI  was chosen to be the current at the voltage 
( )10+esatV , where esatV  was the voltage at which the plot started leveling off in the semilog scale. 
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value for the electron saturation current, so long as the chosen value is sufficiently above 

the plasma potential. 

As a result, the integral method was not used since we did not want to introduce 

yet another sort of arbitrariness in our analyses.  Furthermore, the results from the 

potential method in this case were deemed to be less reliable than the inverse-slope 

method, since the potential method was essentially derived from two data points.  By 

contrast, multiple data points were used to fit the electron retarding region in the inverse-

slope method, providing more robustness and confidence in the result.  Therefore, the 

inverse-slope method was chosen for the rest of the analyses.  This study, however, did 

provide extra confidence in the trends obtained. 

5.2.1 Internal Measurements 

Figure 5.9 shows the axial and radial electron temperature profiles at selected x 

and y locations.  On average, the uncertainty is around ±0.5 eV for eT = 4 or 5 eV, which 

translates to about ±10 to 12% uncertainty.  The radial profiles show that generally the 

edge appears to have an electron temperature that is as high as or higher than the 

temperature at the center, ignoring the error bars for the moment.  Furthermore, while the 

profile does not exhibit a clear trend as the ion density does, a general pattern can still be 

deduced.  The radial profiles shown here are consistent with previous GDM results [16]. 

The axial profiles meanwhile show that (within measurement uncertainty) the 

electron temperature inside the central section of the GDM remains fairly constant, 

around 4 to 5 eV.  Recall that y = -57 cm approximately corresponds to the beginning of 

the central section.  It is likely that further upstream (closer to the ECR zone) the electron 

temperature was higher.  Unfortunately, it was not possible with the diagnostics setup to 
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probe areas any further in than what was probed.  More interesting, however, is that there 

is a clear decrease in electron temperatures between y = −20 to −10 cm, corresponding to 

the exit mirror location (see Figure 4.12).  This can be seen clearly in the contour plots in 

Figure 5.10, which also shows the fairly uniform temperatures in the central section of 

the GDM.  The local ‘hot spots’ were most likely a result of measurement uncertainties 

together with the slight spatial fluctuation that was seen in the radial profiles. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 5.9.  Internal radial and axial electron temperature profiles for low (a, b) and high (c, d) B 
field settings. 
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(a) 

 

(b) 

 
Figure 5.10.  Contour plots of the electron temperature inside the GDM for (a) low and (b) high 
B field settings. 
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The electron temperature does not have a strong dependence on the exit mirror ratio, as is 

evident in the contour plots and in Figure 5.11, which compares the centerline profiles for 

the three magnetic field settings for the exit mirror.  Even without error bars, the three 

curves generally overlap each other, except for the region immediately downstream from 

the GDM magnets (y ≥ −8 cm) where variations and fluctuations become larger.  This 

variation generally agrees with the comments made in Chapter 3 that the electron 

dynamics inside the GDM are not much affected by the mirror ratios due to the small 

mass and high energy of the electrons.  Within the limits of what could be tested, this 

appears to be the case. 

5.3 Plasma Potential 

The plasma potential was determined using the combination of methods outlined 

previously in Section 4.3.3.  First, the derivative method was used, in which the plasma  

 

 
Figure 5.11.  Comparison of the centerline electron temperature profile for the three exit mirror 
magnetic field settings.  Error bars were not shown to avoid cluttering. 
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potential was taken to be the bias voltage at which the derivative Be dVdI  reaches a 

maximum, corresponding to the ‘knee’ in the I-V trace.  The second method used took 

the plasma potential to be the voltage at which linear curve fits to the electron retarding 

and saturation regions intersect in the eIln  vs. BV  plot.  The values obtained from both 

methods were then compared to ensure consistency.  The inverse slope of the electron 

retarding region curve fit was then reported for the electron temperature, while the 

intersection voltage was reported for the plasma potential. 

5.3.1 Internal Measurements 

Figure 5.12 compares the plasma potential at three magnetic field settings along 

the centerline locations inside the GDM.  In general, the plasma potential was not 

strongly affected by the exit mirror ratio setting; or, at the very least, the exit mirror ratio 

settings achieved were not enough to observe a statistically significant change in the  

 

 
Figure 5.12.  Comparison of the centerline plasma potential for the three exit mirror magnetic 
field settings. 
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plasma potential.  In particular, the profiles for 83.1=TR  and 40.2=TR  agree much 

more closely with each other than they do with the 56.3=TR  profile.  This is consistent 

with previous observations of the ion number density (Figure 5.5).  Furthermore, the 

plasma potential decreases downstream at a steady rate until we reach the exit mirror, 

where the potential drops dramatically.  This could be an indication that the accelerating 

electric field in the vicinity of the exit mirror was created by the ambipolar potential, as 

described by the physics model in Chapter 3. 

Finally, Figure 5.13 shows contour plots of the plasma potential inside the GDM 

for the low and high magnetic field settings.  The plots show that the plasma potential 

mainly varies axially and does not have a strong radial dependence. 

5.4 Ambipolar Electric Field 

Since the electric field pVE −∇=


, the increased rate of decrease of the plasma 

potential (decreasing pV∇ ) immediately upstream of the exit mirror would cause an 

increase in the local electric field magnitude E


 in that area.  The axial electric field 

yEEy




⋅=  caused by the gradient in the plasma potential can be determined by 

computing the first derivative of the smoothed potential along the axial direction.  Figure 

5.14 shows the axial profile across different radial positions, while Figure 5.15 shows the 

2D contours.  The axial electric field is largely independent of the radial location, as can 

be expected from the mostly uniform radial profiles for the plasma potential and electron 

temperature.  However, it starts to become less uniform immediately downstream of the 

exit mirror, slightly past the location of the peak magnetic field. 
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 (a) 

 

(b) 

 
Figure 5.13.  Contour plots of the plasma potential inside the GDM for (a) low and (b) high B 
field settings. 
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(a) 

 

(b) 

 
Figure 5.14.  Profiles of the local axial electric field inside the GDM for (a) low and (b) high B 
field settings across different radial positions. 
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(a) 

 

(b) 

 
Figure 5.15.  Contour plots of the local axial electric field inside the GDM for (a) low and (b) 
high B field settings. 
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Immediately upstream of the exit mirror, the results show a clear trend of 

increasing electric field strength in the positive direction (i.e., downstream).  As 

explained in Chapter 3, electrons do not respond to mirror confinement as readily as the 

ions.  As electrons escape the system and leave the ions behind, separation of charges 

establishes a positive electric field (i.e. pointed downstream).  By definition, this electric 

field can be described by a potential field with a negative gradient, since 

pVE −∇=−∇≡ φ


.  This charge separation most likely accounts for the sudden additional 

drop of the plasma potential in this region.  The amount of potential drop associated with 

this electric field is about 8.5 V for the high field setting and 7 V for the low field setting.  

The peak electric field is higher for the high field setting.  These values, however, seem 

to be too low to directly represent the ambipolar potential, which will be made clear in 

the next section; however, the relative magnitudes are consistent between the two mirror 

ratios.  The higher the mirror B field, the more ions would be trapped, while the electrons 

would likely not be significantly effected by magnetic field strength.  As a result, a higher 

mirror B field causes a larger charge separation, leading to a stronger electric field and a 

larger plasma potential drop. 

5.5 Comparison with GDM Code Results 

As the sample output in Appendix A shows, the computational study carried out 

in this work is more of an overall system study/design based on a physics-based model 

than a full-blown MHD simulation.  As such, it would be impossible to directly compare 

the experimental results, which yield a 2D map of plasma properties, with the 

computational results.  However, using the appropriate experimental data and supplying 

them to the GDM code, some system-level comparisons can be performed. 
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In particular, the code requires the ion density, ion temperature, plasma radius, 

and the plasma β as inputs.  The maximum ion density was taken from the experimental 

data as the input to the program, while the Pyrex tube radius was taken as the plasma 

radius.  The β value was calculated according to Eq. (2.13), using an average magnetic 

field magnitude from the experimental setup, assuming quasi-neutrality ( ie nn = ), and 

using an average electron temperature found in the experiments (~4.6 eV).  Outputs from 

the program included the GDM core and mirror magnetic field strengths, and the β value 

was fine-tuned until the output field strengths and the experimentally measured field 

strengths were consistent.  The ion temperature was unknown, so reasonable values were 

tried until the program output a plasma length that was consistent with the physical length 

of the system. 

Of the output values produced by the program, of particular interests were plasma 

parameters such as the electron temperature and the ambipolar potential, since these were 

ones that could be compared with experimental values.  The results are summarized in 

Table 5.1. 

While not exactly identical, the electron temperatures between data and code were 

in the same order of magnitude.  Considering that assumptions and simplifications were 

necessary in the physics-based model to make the problem tractable, and given the gross 

approximate nature of the input values to the program, the output electron temperature 

was fair. 

Although the relative magnitude of the plasma potential data for the two mirror 

ratio settings agrees with the relative magnitude of the ambipolar potential produced by 

the code, a direct comparison cannot be made.  Results from the code suggested that the 
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ambipolar potential for the system should be quite large.  However, this was not directly 

reflected by the values of the measured plasma potential.  As a result, conclusions 

regarding the ambipolar potential cannot be readily drawn.  Measurements of the ion 

energy/velocity distribution using diagnostics such as laser-induced fluorescent (LIF) 

would be necessary to obtain a more direct comparison. 

 
83.1=TR  56.3=TR  

Data Code Data Code 

in  (m-3 1.8×10) 1.8×1017 1.5×1017 1.5×1017 

iT

17 

 (eV) − 0.16 − 0.13 

eT  (eV) 4.6 7.1 4.6 7.35 

φ  (V) 7 47.6 ∗ 8.5 49.9 ∗ 

 

Table 5.1.  Comparisons between main experimental and computational results. 
∗

pV∆Note that the value listed for experimental data was simply  found in Section 5.4. 
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Chapter 6  

Conclusions and Future Work 

6.1 Research Summary 

 The goal of this research was to study a novel propulsion concept called the 

gasdynamic mirror (GDM).  Of particular interests are the plasma dynamics inside such a 

device, and a physics-based model was developed towards that end.  The model is based 

on electron and ion fluxes in the GDM and takes into account the effects of diffusion due 

to collisions, as well as the effects of a self-induced electric field on the plasma particles.  

This electric field is the primary acceleration mechanism of the GDM and is produced by 

charge separation between the ions and electrons.  This charge separation occurs because 

electrons will initially escape from the system rapidly, leaving behind an excess of ions.  

This model allows numerical studies of the plasma parameters inside the GDM such as 

particle energies, confinement times, and magnitude of the ambipolar potential.  It also 

allows one to predict design parameters, such as the plasma length and system mass.  

Since the GDM was originally proposed as a fusion propulsion concept, the model 

provides a means to study the physical and performance characteristics of such a system 

and to assess its merits; it also facilitates a feasibility study of other related GDM 

concepts, such as a hybrid fusion-fission system. 
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Although the model focused on a fusion system, the GDM is primarily a plasma 

confinement and acceleration device.  As such, it should have the ability to function as an 

electrodeless plasma thruster, if an external power source is used to drive the system.  If 

the GDM were ever to be developed, its most likely near term application would be as a 

plasma thruster.  A microwave power source appears to be the perfect candidate for such 

an application.  In particular, ionization and plasma heating is achieved via electron 

cyclotron resonance heating (ECRH).  Energy from the microwave is coupled to the free 

electrons in the gas.  The electrons gain energy and eventually cause the gas to 

breakdown and form a plasma. 

In order to study the ECR-GDM concept and characterize an ECR plasma inside 

the GDM, a microwave source was assembled and a proof-of-concept model of the GDM 

was built at the Plasmadynamics and Electric Propulsion Laboratory (PEPL) at the 

University of Michigan.  The primary goal of the experiments were to map out the 

plasma density and temperature profiles inside the GDM, in an attempt to validate the 

GDM concept.  The magnetic circuit used in these experiments was designed to produce 

a maximum magnetic field strength of over 1 kG in the upstream mirror, a uniform 

central field of approximately 250 G, and a downstream exit mirror field with a 

maximum of about 850 G.  Testing was done with an input microwave power of around 

700-800 W.  Langmuir probe data showed that the ion (argon) number density exceeds 

1017 m-3, with a relatively uniform electron temperature between 4-5 eV in the central 

section of the GDM.  However, the maximum density and temperature inside the GDM 

were believed to be higher than measured, since the diagnostics were not able to reach far 

enough upstream to probe the ECR zone.  The plasma potential profile inside the GDM 
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suggested the existence of an acceleration zone at the exit mirror.  This acceleration zone 

points to the presence of the ambipolar potential that is central to operation of the GDM 

as a propulsion device. 

6.2 Future Work 

During testing, attempts were made to study the ion energy distribution at the exit 

plane using the PEPL micro-RPA (retarding potential analyzer).  However, attempts were 

unsuccessful – we were unable to obtain the proper RPA traces.  One study for the 

immediate future would be to diagnose and fix the RPA problems by putting it on a theta 

stage.  This would allow for more accurate alignment with the GDM axis, since the RPA 

can be sensitive to alignment issues.  The goal is to quantify the effect of the ambipolar 

potential on the ion energy distribution, showing whether the ions are being accelerated.  

Alternatively, laser diagnostics such as laser-induced fluorescent (LIF) could be used to 

obtain the same data; this would perhaps be preferable, due to the non-intrusive nature 

and high accuracy of LIF. 

Another area of future work is to build a higher-power system with a larger aspect 

(plasma length-to-radius) ratio.  The current system has an aspect ratio of ~8.  A large 

aspect ratio is desirable in order to prevent MHD instability.  Although this is not critical 

when operating the GDM as a plasma thruster, a high aspect ratio is essential when 

operating the GDM as a self-sustaining fusion device.  Flute instabilities resulting from a 

low aspect ratio can cool the plasma due to wall heating and therefore extinguish the 

fusion reaction.  Having a larger aspect ratio device would also open up the possibility of 

studying confinement in the GDM. 
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As for the system power, currently the microwave source can output a maximum 

of 1.5 kW to 2 kW.  However, a maximum of 800 W was used during testing due to the 

Pyrex used for the plasma container.  Using quartz for the plasma container, for instance, 

would allow higher operating power due to its higher melting point. 

An area of improvement that would expand the testing parameter space is to use 

magnets that are actively cooled.  Currently, the magnets are passively cooled by air.  

Together with the magnet wire gauge, this cooling method limits the amount of current 

that can be applied and, hence, the magnetic field strength that can be achieved.  In order 

to compensate for this, a steel housing and endcaps were used in the magnet design to 

enhance the field.  By having an actively cooled system, a substantially higher magnetic 

field and hence a higher mirror ratio can be achieved.  The mirror ratio plays an 

important role in the confinement characteristics of the GDM.  This would also offer a 

wider range of mirror ratios for investigation in order to validate the physics-based model 

for the GDM. 

Furthermore, the presence of a steel endcap at the exit of the current device closes 

the magnetic field lines and drastically decreases the magnetic field strength downstream 

from the exit.  This would likely have an adverse effect on the ‘nozzle’ characteristics of 

the device and affect the plasma downstream, preventing the study of the device’s 

performance characteristics.  This could be one possible cause for the micro-RPA not 

yielding proper traces, as the effect of the steel endcap on the magnetic field profile 

downstream from the GDM could ultimately affect the plasma. 

Future research can also focus more on building a device that is more amenable to 

performance study.  The current set up was aimed at understanding an ECR plasma, as 
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well as laying the groundwork for understanding the operation of a GDM and validating 

some of its key concepts.  We did not have a “thruster” in mind when building the 

system.  Once a better fundamental understanding is acquired, the next step would be to 

build a GDM thruster with a magnetic nozzle so that better study of its performance as a 

thruster could be carried out. 

High plasma density and temperature are key aspects to making the GDM plasma 

thruster competitive, especially when compared with other RF-powered thruster 

concepts.  A helicon thruster employing a helicon source, for instance, would be capable 

of sustaining a plasma density on the order of 1016-1018 m-3 with an electron temperature 

in the range of 5 to 10 eV.  A GDM employing a 2.45 GHz microwave source can 

achieve similar plasma characteristics, as the results of this work showed.  However, the 

advantage of the GDM is that it is not limited to the plasma characteristics observed in 

this work.  As long as the magnets can produce the required magnetic field strength for 

ECRH, higher frequency microwave can be used with little to no expected difficulty.  

Since higher frequency can lead to a higher density plasma, a GDM driven by higher 

frequency microwave, such as 5.8 GHz or even 10 GHz, can potentially produce a much 

higher plasma density and temperature than other RF-powered thrusters.  In this regard, 

the GDM is highly scalable.  Future research can study how microwave frequency affects 

performance by building a GDM thruster with a high enough upstream mirror magnetic 

field strength to employ microwave sources of different frequecies. 
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Appendix A 

Sample Output from the GDM Code 

 
In the program, the designation “1” and “2” refer to the upstream (direct converter 

end) and exit (thrusting end) mirrors of the GDM, respectively.  In the sample output 
below, the smaller confinement times of the exit mirror reflect the lower exit mirror ratio 
compared to the upstream mirror ratio. 
 
 
    INPUT PARAMETERS: 
  ----------------------------------------------------------------------------- 
    Ion Mass             =   2.500 amu 
    Ion Charge State    =   1.000              Power Plant Eff           =   0.000 
    Plasma Density       =   1.000E+17 per cc   Wall Reflectivity         =   0.900 
    Ion Temperature      =  10.00000   keV      Injection Eff             =   1.000 
    Plasma Radius        =   5.0000    cm       Rad Fraction Inj Power   =   0.000 
    Shield-Magnet Gap =  10.0000 cm          Plasma Mirror Ratio 1     =  50.000 
    Shield Thickness     =  42.0000 cm          Plasma Mirror Ratio 2   =  25.000 
    Halo Thickness       =  10.0000 cm          Thermal Converter Eff   =   0.300 
    Sigma-V Average    =   1.128E-16 cc/sec   Fraction to Direct Conv =   0.352 
    One Way Trip Dist  =   7.800E+12 cm       Plasma Beta Value        =   0.950 
    Antiproton Density =   0.000E+00          Direct Conversion Eff    =   0.800 
 
    CALCULATED PARAMETERS: 
  ----------------------------------------------------------------------------- 
    Electron Temperature =    7.78379   keV Gain Factor  Q  =     2.425E+00 
    Electrostatic Potential =   29.44451   keV Plasma Length  =   179.8148 m 
    Ion Confinement 1 =    9.102E-03 sec       Ion Confinement 2 =    4.551E-03 sec 
    Ambipolar Confinement 1 = 7.609E-03 sec Ambipolar Confinement 2 = 4.145E-03 sec 
    Ion Escape Energy 1    =   19.18016   keV   Ion Escape Energy 2    =   19.55347   keV 
    Electron Escape Energy =   60.70507   keV 
    Injection Energy         =   54.90267   keV 
    Injection Source         =    3.727E+19 per cc per sec 
    Plasma Volume            =    1.412E+06 cc 
    Source * Volume          =    5.263E+25 per sec 
    Fusion Alpha Energy: 
      Fraction to Ions = 0.13419    to Electrons = 0.86581 
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    Injected Ion Energy: 
      Fraction to Ions = 0.92621    to Electrons = 0.07379 
    Magnetic Fields (Tesla): 
      Core Vacuum    =   20.57397     Core Plasma    =    4.60048 
      Mirror Vacuum 1  =  230.34532    Mirror Plasma 1 =  230.02399 
      Mirror Vacuum 2  =  115.65333    Mirror Plasma 2 =  115.01199 
      Antiproton Trap  =    0.00000 
    Vacuum Mirror Ratio 1  =   11.1960     Vacuum Mirror Ratio 2  =    5.6213 
    Mean Free Path = 1.253E+03  cm 
    Mean Free Path/(R1*Length) = 1.394E-03   Mean Free Path/(R2*Length) = 2.787E-03 
    Larmor Radius  = 5.604E-01  cm      Plasma Radius/Larmor Radius = 8.923E+00 
 
    POWERS:                      Per Unit Volume          Total 
  ----------------------------------------------------------------------------- 
    Fusion/Preheat           =  1.331E+01 
    Preheat Power            =  3.727E+20 keV/cc-sec  =  8.432E+04 MW 
    Total Injected Power     =  2.046E+21 keV/cc-sec  =  4.629E+05 MW 
    Added Injection Power    =  0.000E+00 keV/cc-sec  =  0.000E+00 MW 
    Recirculated Power       =  2.046E+21 keV/cc-sec  =  4.629E+05 MW 
    Fusion Power             =  4.961E+21 keV/cc-sec  =  1.122E+06 MW 
    Bremsstrahlung Power     =  3.181E+19 keV/cc-sec  =  7.196E+03 MW 
    Synchrotron Rad Power    =  2.035E+19 keV/cc-sec  =  4.603E+03 MW 
    Neutron Power            =  3.969E+21 keV/cc-sec  =  8.980E+05 MW 
    Alpha Power              =  9.923E+20 keV/cc-sec  =  2.245E+05 MW 
    Power to Direct Convert  =  1.050E+21 keV/cc-sec  =  2.375E+05 MW 
    Thrust Power             =  1.936E+21 keV/cc-sec  =  4.381E+05 MW 
    Net Electric Power       =  0.000E+00 keV/cc-sec  =  0.000E+00 MW 
 
    ROCKET: 
  ----------------------------------------------------------------------------- 
    Specific Impulse Isp = 2.007E+05 sec   Thrust                       = 2.783E+05 N 
    GDM Reactor Mass      =  1410.00  Mg     Thermal Conv Mass =  1128.00  Mg 
    Injector Mass          =   581.54  Mg  Direct Conv Mass    =   550.35  Mg 
    Sum (= Engine Mass)  =  1991.54  Mg     Radiator Mass          =  9950.55  Mg 
    Power Reactor Mass    =     0.00  Mg     Payload Mass           =     0.00  Mg 
    Antiproton Trap Mass = 0.000E+00 Mg     Total Vehicle Mass  = 13620.44  Mg 
    1-way Propellant      =   558.46  Mg     1-way IMLEO         = 14178.89  Mg 
    1-way Trip Time       =    45.68  days   Round Trip Time     =    92.28  days 
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