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The impact of sputtering yield model uncertainty on the predicted erosion of a meshed reflector wire exposed to a

Hall effect thruster plume is investigated. Quantifying this uncertainty is critical for making informed assessments

of reflector lifetime. The erosion is modeled by assuming known ion current density and energy distribution at the

location of the wire. The wire surface is then discretized, and wear is evaluated incrementally over time.

The confidence in model predictions is quantified where the major source of uncertainty is assumed to stem from

thematerial sputtering yield. Themodel is run to simulate reflector erosion after 10 h of exposure to a 3 kWclass Hall

thruster operating at 300V.The simulated results then are compared to experimentalmeasurements fromadedicated

wear test performed on a series of mesh coupon samples. The experimental results are shown to fall largely within the

95% credible intervals frommodel predictions, though the uncertainty in themaximumpredicted erosion is found to

be up to 190% of the maximum predicted erosion. These results are discussed in the context of predicting lifetime of

reflectors on orbit and the need for margin in this component design.

I. Introduction

T HEHall effect thruster is a form of in-space propulsion that has a

higher propellant efficiency compared to more traditional

chemical rockets. This high fuel efficiency, which stems from the

ability of these devices to accelerate their propellant to high speeds

(greater than 20 km∕s), makes the Hall thruster ideally suited for a

wide range of applications, such as orbit raising and station keeping,

where propellant efficiency is paramount. Yet, while Hall thrusters

have been shown to be a reliable technology, there are a number of

systems-level challenges with integrating these devices on space-

craft. Most notably, the energetic xenon exhaust of these systems can

impinge on and erode surfaces mounted adjacent to the thruster

through ion-impact sputtering. Over sufficiently long exposure

times, this erosion poses a risk to these nearby components [1–4].

In light of this threat to spacecraft health, there have been a number

of studies on the problem of erosion from plume–spacecraft inter-

actions [5–17]. The shared goal of these works, which have been

primarily modeling based, has been to determine the erosion of

spacecraft surfaces when subject to a thruster plume on orbit. These

types of predictions are critical as they inform estimates for spacecraft

life limitations due to erosion and strategies for how to place the

thruster to mitigate this erosion.

With that said, there is a major potential source of uncertainty in

most modeling efforts performed to date that stems from how the

sputtering yield (the number of eroded particles per incident ion) of

the material is modeled. This uncertainty can lead to significant

variance in prediction for the key erosion processes.

The large uncertainty in the sputtering models stems from the fact

that they are primarily semi-empirical. They must be calibrated

against data sets where the quality, applicability, and sparsity in the

data all contribute to the model uncertainty [18–28]. For example, in

many cases, the data employed to calibrate the models are generated

under controlled conditions that are not representative of the plume

environment. Similarly, many data sets do not extend to the lower

energies (less than 100 eV) typical of the peripheries of Hall thruster

plumes. To capture the erosion of spacecraft materials, extrapolation

thus must be performed based on the model. This can lead to high

levels of uncertainty, often multiple orders of magnitude, in the

estimated sputtering yield. This effect is compounded by the fact

that many sputtering models are highly nonlinear in the lower energy

regime [29].As the rate of erosion ofmaterials scales linearlywith the

sputtering yield of the material, this uncertainty in principle could

translate to low levels of confidence in spacecraft erosion predictions.

In light of the critical challenge posed by the plume–spacecraft

interaction, there is a pressing need to quantify the impact of this

uncertainty on the confidence in model predictions for erosion.

The goal of this study is to assess the role of sputtering yield

uncertainty on a recently validated model for the erosion of coated

rounded wires subject to the plume of a xenon-based Hall effect

thruster [30,31]. This particular application is motivated by thewide-

spread use of this type of thin wire geometry in communications

antennae. This paper is organized in the following way. In the first

section, we describe the model, its implementation, and the frame-

work for performing forward uncertainty quantification for erosion

predictions. In the second section, following the approach first

described by Yim [29] and employed by others [32–34], we apply

Bayesian inference to quantify the uncertainty in sputtering yield for

the two constituent materials in the coated wire, gold and molybde-

num. In the third section, we briefly review the details of the exper-

imental setup and data that were used to validate themodel developed

in our previous work [30,31]. In the fourth section, we compare the

model predictions under uncertainty to experimental data sets. In

the fifth and final section, we discuss our results in the context of the

limitations of the model and future implications for assessing erosion

due to plume–spacecraft interactions.
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II. Model Description

In the following section, we overview the details of our model for
wire erosion and how we assess the role of sputtering yield uncer-
tainty. To this end, we first review the details of howwe calculatewire
erosion. This is based on thework we presented in Ref. [30].We then
introduce three semi-empirical sputtering yield models that we lev-
erage in our model for the wire. Finally, we discuss how we quantify
the confidence in the model predictions due to uncertainty in these
sputtering yields.

A. Erosion Model

We show in Fig. 1 a notional cross-section of the surface geometry
wemodel. This is composed of a roundedwire, typical of what would
be employed as an element in an antenna reflector. The wire is
composed of a lower substrate of molybdenum with a gold coating.
For the case we model, we assume the wire cross-section is initially
circular and subject to ion bombardment fromone direction (−y in the
figure). As ions impact the surface of this wire, they sputter the
material, facilitating the gradual erosion of this surface. This process
is shown notionally in Fig. 1.
To capture this process quantitatively, we leverage the erosion

model we developed and validated in our previous work [30]. We
briefly describe its major features here. The cross-section of the wire
is discretized into 200 planar surfaces. Over a small, differential piece
of time, the erosion depth Δh of each surface then can be written as

Δh � ji
q

mm

ρm
Δt

Z
Y�E; θ�fi�E� dE (1)

where ji is the ion current density, q is the fundamental charge,mm is
the atomic mass of the sputtered target material, ρm is the density of
the target material, Δt is the time step that varies from 1 to 10 s,
Y�E; θ� is the combined sputtering yield (atoms removed per incident
ion) that depends on the ion energy E and angle of incidence θ, and
fi�E� is the ion energy distribution. The ion energy distribution is
normalized so the integral over all energies is unity. We assume the
ions impacting the wire are singly charged and incident from the −y
direction. The key inputs the model requires include the wire geom-
etry, material, and the properties of the incident ion flux. As this
equation shows, the erosion depth scales linearly with the ion current
density and the sputtering yield. Therefore, as the ion current density
or sputtering yield increases, the erosion depth also increases.
To simulate the erosion of a wire surface subject to a known plume

environment, we advance the profile per Eq. (1) in the followingway.

At each time step, we determine the angle of incidence between the
incident ion direction (the −y direction) and the surface normal of
each discretized surface. We then determine the material of each
segment (gold coating or molybdenum core) by calculating the
distance of the midpoint of the surface from the cylinder axis. The
material then informs our choice of sputtering yieldmodel (Sec. II.B).
Armed with this value, we calculate the erosion depth of the given
segment. We then advance the endpoints of each segment by first
calculating where each endpoint would move based on the erosion
depth of each adjacent surface. We then average these two points to
calculate the final endpoint. An example of the endpoint movement is
shown in Fig. 1. We repeat this process until the specified simulation
end time is reached, the wire has completely eroded, or no additional
erosion occurs. When a significant amount of erosion occurs, loops
and other unphysical features can form.We remove these unphysical
features, as detailed in our previous work [30].

B. Sputtering Yield Models

There are a number of models for the sputtering yield of typical
spacecraft materials subject to ion bombardment [18–20,26,
28,35,36]. These depend on both the species of incident particle as
well as the sputtered material. In our case, we confine ourselves to
sputtering yields for gold andmolybdenum, the constituent materials
for the wire, with an incident gas of singly charged xenon ions. With
this in mind, it is typical for modeling this sputtering process to
represent the two dependencies of the yield (energy and angle) as
independent,

Y�E; θ� � Y�E�Y�θ� (2)

where the normal incidence model Y�E� is a function of the incident
ion energy and the angular factor Y�θ� is a function of the incident
angle with respect to surface normal. Both Y�E� and Y�θ� are
physics-based semi-empirical models that require model parameters
to fit the measured sputtering yields. In our previous work, we found
the best agreement with experimentally measured wire profiles
when we used the normal incidence model from Eckstein and Preuss
and the angular factor fromWei et al. [18,20,30]. In thiswork,we also
consider
the angular factor from Yamamura and Shindo [19] to illustrate how
the angular factor affects the predicted eroded wire profiles.
The normal incidence Eckstein and Preuss model is based on the

revised Bohdansky [36] formula and is updated to better reflect
sputtering by low-energy ions [18]. The form for the energy-depen-
dent sputtering yield is given by

Y�E� � Qsn�ϵ�
��E∕Eth� − 1�μ

�λ∕w� � ��E∕Eth� − 1�μ (3)

where Q, λ, μ, and Eth are the model parameters. Q is a scaling
parameter that adjusts the magnitude of the sputtering yield and
depends on the incident ion and target material; λ indicates the energy
at which the sputtering yield begins to decrease; μ represents the
exponent in the interatomic potential; Eth is the threshold energy,
below which the sputtering yield is zero. The reduced energy ϵ is
given by

ϵ � E
mm

mi �mm

0.03255

ZiZm

�������������������������
Z2∕3
i � Z2∕3

m

q (4)

where mi is the atomic mass of xenon,mm is the atomic mass of the
material being sputtered, Zi is the atomic number of xenon, Zm is the
atomic number of the material being sputtered, and E is the incident
xenon ion energy; w depends on the reduced energy ϵ by

w � ϵ� 0.1728
���
ϵ

p � 0.008ϵ0.1504 (5)

The nuclear stopping cross-section sn�ϵ� is based on the krypton–
carbon potential

Fig. 1 Example of erosion from an initial configuration (solid) to eroded
profile (dashed) by incident ion flux (black arrows). Notional gold clad-
ding on molybdenum core is shown.
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sn�ϵ� �
0.5 log�1� 1.2288ϵ�

w
(6)

We consider two forms of the angular factor. The first is from
Yamamura and Shindo [19],

Y�θ� �
�

1

cos θ

�
f

exp

�
−f cos θopt

�
1

cos θ
− 1

��
(7)

where f and θopt are the model parameters; θopt is the optimal angle,

or the angle where the angular factor and therefore total sputtering
yield is maximized. Physically, f is a model parameter that in
principle can depend on the incident ion energy and threshold energy
of sputtering [28], but we assume f is independent of energy for
this work.
The second model for the angular factor is fromWei et al. [20,29],

Y�θ� � 1����������������������������������
1� �β∕α�2tan2θ

p exp

�
1

2

�
a

α

�
2
�
1 −

1

1� �β∕α�2tan2θ
��

(8)

where a∕α and β∕α are the model parameters; a represents the
projected energy range, α is the longitudinal straggling range, and
β is the transverse straggling range [29].

C. Uncertainty Quantification in Model Predictions

There are multiple sources of uncertainty for the erosion model
described in the preceding section. These include uncertainty in the
model inputs as well as uncertainty in the model parameters in the
sputtering yields. However, because we use experimental measure-
ments for the plasma properties which are takenwith a high degree of
certainty, we assume the dominant source of uncertainty stems from
themodel parameters,Θ � �λ; f; : : : � in the sputtering yield models.
We represent the uncertainty associated with these parameters by
treating them as random variables described by probability distribu-
tion P�Θ�. Provided we know this distribution of parameters
(Sec. III), we can quantify the impact of model uncertainty on the
predictions of erosion by random sampling from the distribution and
running the model multiple times.
To this end, for a given measured input of ion current density and

ion energy distribution, we randomly sample from this distribution
of model parameters 10,000 times and apply these values in the
erosion model to produce 10,000 unique eroded wire profiles. We
correlate these profiles by placing the endpoints from each segment
into bins based on angle ϕ from the point �0;−rwire� and line
segment defined by y � −rwire and the positive x direction (con-
vention shown in Fig. 1). As depicted in Fig. 2, the centers of the
bins ϕ are chosen based on the angle of the initial points on the
discretized surface, and the bounds of the bins are the averages of
the two adjacent angles. The inclusivity of the bounds of the bins are
chosen to be symmetric around ϕ � 90 deg, where the point far-
thest from ϕ � 90 deg is inclusive and the other is exclusive,
except at ϕ � 90 deg, where both are inclusive. At the edges, the

bins are between ϕ ∈
h
0 deg; ϕ1

2

�
and ϕ ∈

�
ϕn�180 deg

2
; 180 deg

i
,

where ϕn represents the angle of the last point as measured counter-
clockwise from �0;−rwire�.
Once we have binned the 10,000 profiles, we have data sets of

the distribution of distance r�ϕi� of the endpoints from the point
�0; − rwire� in each bin (convention shown in Fig. 1). From these, we
calculate the median (r50�ϕi�), fifth percentile (r5�ϕi�), and 95th
percentile (r95�ϕi�) distances from �0; − rwire�. These distances are
then translated into points, �x�ϕi�; y�ϕi�� for the ith bin, by using
the angle at the center of the bin. In this way, we are able to create
predictions for the median erosion profile and credible intervals
based on the variance in the sputtering yield measurements. We
also calculate the uncertainty of the erosion by taking the distance
between the fifth percentile andmedian in each bin, r50�ϕi� − r5�ϕi�,
and the distance between the 95th percentile and median in each bin,
r95�ϕi� − r50�ϕi�. These values represent the uncertainty of the upper

and lower limits of erosion, respectively. We determine the erosion
depth of themedian profile by taking the distance between themedian
distance and the point on the initial profile in each bin,
rinitial − r50�ϕi�, where rinitial is the distance between the initial point
in each bin and �0; − rwire�. We report the maximum erosion of the
median profilewith� and−margins,where the�value corresponds
to themaximumdistance between the fifth percentile andmedian and
the − value corresponds to the maximum distance between the 95th
percentile and median. Note these maximum quantities are not
necessarily found in the same angular bin. We also calculate the
relative uncertainty, or the maximum distance between the fifth
percentile and median divided by the maximum erosion of the
median. This relative uncertainty represents the worst-case scenario
of uncertainty in our erosion estimates. To assess convergence with
number of samples, we computed the relative uncertainty for varying
numbers of samples.We found the relative uncertainty differs by less
than 2 percentage points after 6000 samples. Similarly, to calculate
the maximum erosion of the experimental measurements, we sort the
points in the experimental measurements into the same bins and
calculate rinitial − rexp, where rexp is the distance of the experimental

profiles from �0; − rwire�. We then take the maximum.

III. Model Parameter Inference for Sputtering
Yield Models

As we discussed in Sec. II.B, the models we employ for sputtering
are semi-empirical. Thus, while the form of each model is rooted in a
physical understanding of the process of sputtering, they must be
calibrated against experimental data. The resultingmodel parameters
inferred from this calibration have inherent uncertainty that stems
from both variance in the data and the fidelity of the model. We
represent this uncertainty in model parameters Θ with the character-
istic probabilistic distributions P�Θ� introduced in Sec. II.C. We
describe in this section our method for inferring these distributions
from sputtering data sets compiled from previous work. This is based
on the same analysis technique used by Yim [29] and is rooted in a
Bayesian approach.
Following this Bayesian approach to model inference, we treat the

model parameters as random variables where their probability dis-
tribution can be inferred from experimental data,

P�Θ� ∝ L�djΘ�π�Θ� (9)

where π�Θ� is the joint prior probability distribution of the parameters
and L�djΘ� is the likelihood function of data set d. The prior

Fig. 2 Points in the final profile (dashed) are sorted into bins based on
their angle ϕ from �0; − rwire� and positive x values in y � −rwire.
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probability distribution is based on a prior belief about the distribu-
tion of the parameter. For this work, following the approach of Yim
[29], we chose uniform distributions for all model parameters where
the possible ranges of each of these distributions are based on
previously published parameter fits [18–20,29]. The likelihood func-
tion indicates the probability that, assuming the model with fit
parameters Θ is correct, measurements would yield the data set d.
While it is a common practice to employ a Gaussian distribution for
the likelihood, we follow Yim in choosing a likelihood function
based on a log-normal distribution,

L�djΘ� �
YN
j�1

1

σ
������
2π

p ⋅ exp
�
−

1

2σ2

�
ln
�

yj
M�xj;Θ�

��
2
�

(10)

where xj and yj are independent and dependent elements, respec-

tively, of the data set d, N is the number of points in the data set,
M�x;Θ� is the model, and σ is assumed to be 1. We make this
assumption due to the high variance in the disparate data sets we
used. Because the stated error in these data does not come close to
encompassing this variance in the data points, we do not include it in
this analysis.
The experimental data we used in the likelihood function was

extracted from data sets from several previous sputtering studies
[21–28]. These consisted of measurements of both the normal inci-
dence sputtering as a function of energy (Fig. 3) and the angular factor
of sputtering (Fig. 4) for xenon ions on both gold and molybdenum.
As can be seen, the magnitudes of the reported data can vary signifi-
cantly depending on the study (cf. Fig. 3b). This underscores the
inherent uncertainty in these data that results from variance in the test
and testing conditions.With this inmind,we substituted the compiled
data sets into Eq. (9) and generated the probability distribution of the
model parameters by employing a nested sampling Markov chain
Monte Carlo routine [37]. For our analysis of each model, we used
10,000 live points, which are iterated upon approximately 200,000
times. Figure 5 shows a representative result of the probability
distributions generated by inferring the parameters from the Eckstein
and Preuss normal incidence model for xenon sputtering of molyb-
denum. The probability distribution in this case is represented in two
ways: with joint distributions and marginal distributions. The joint
distributions show the partially marginalized probability distribution
as a function of two of the model parameters. We have normalized
each distribution such that the labeling indicates the total percentage
of samples that are contained below the contour. The marginal
distributions plot the probability of the single model parameter.
The probability distributions are a graphical indication of the

model parameters that best match the data and the relative confidence
in these parameters. The peaks in each distribution correspond to the

most probable value for the parameter. The characteristic width of the

marginal distributions represents the relative uncertainty in the

parameters. This uncertainty ultimately stems from the spread in

the experimental data as well as the limited fidelity of the semi-

empirical models.
By sampling from these joint distributions, we can represent the

impact of parameter uncertainty on themodel predictions. By assum-

ing that the most probable model fits are the ones most likely to

represent reality, we can propagate the uncertainty in the fits to

predict the most likely erosion rates. To this end, we first select one

of the elements Θ from the joint distribution described previously to

evaluate the sputtering yield at each energy (for normal incidence,

Y�E�) and angle (for the angular factor, Y�θ�). We then repeat this

process for all samples to yield a data set of predicted sputtering at the

given energy or angle. Figures 3 and 4 show the resulting median of

these data sets (solid line) along with fifth and 95th percentiles

(dashed lines). To be clear, the credible intervals for sputtering yield

are not the variation in expected sputtering yield but are a quantifi-

cation of our belief that a particular sputtering yield will be observed.

In the case of the normal incidence model for molybdenum (Fig. 3a),

the median and credible intervals are tightly constrained. This is in

large part driven by the availability of data points at the lower incident

ion energies where the model is highly nonlinear. This nonlinearity

weights the fit to these data points. On the other hand, the model fit to

gold (Fig. 3b) exhibits uncertainty exceeding an order of magnitude.

This underscores the impact of both the disparity in data sets and the

relative sparsity of data where the model is most nonlinear, near the

threshold energy for sputtering of approximately 20 eV. As we will

see in the next section, this uncertainty can contribute to wide

variances in erosion predictions.
For the angular dependence of sputtering yield Y�θ� shown in

Fig. 4, we see that, while the median lines generally follow the data,

the credible intervals extend to ranges on the order of the value of the

median. This is a function of the relative sparsity of the data as well as

the nonlinearity of the model. The disparity is particularly pro-

nounced for the sputtering of gold where there is only one available

data set.With that said, while the credible intervals are relatively large

compared to the median, the magnitude in the uncertainty in the

angular dependence of sputtering yield is only on the order of unity.

We anticipate that this uncertainty thus will have less of an impact on

sputtering compared to the larger order of magnitude variance in the

normal incidence models.
In summary, we have described in this section the approach for

quantifying model uncertainty for the normal incidence and angular

dependence models for sputtering. In Sec. V, we again employ

sampling methods to investigate how the uncertainty in these sput-

tering yields impacts confidence in wire erosion predictions. Before

Fig. 3 Experimental data and model fits for normal incidence sputtering yield models for xenon incident on a) molybdenum [21–25] and b) gold
[21,26,27].
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proceeding with this analysis, however, we first discuss the exper-
imental measurements we employed for model validation.

IV. Experimental Measurements for Model Inputs
and Validation

To inform the input conditions for our model as well as validate its
predictions, we require experimental measurements of wire erosion
in a Hall thruster plume as well as local plasma measurements of the
environment near the wire. To this end, we employed data we
generated from a previous experimental study. We briefly describe
here the nature of the measurements and key findings. Additional
details can be found in Ref. [31].

A. Test Article and Erosion Measurements

Figure 6 shows the experimental layout fromRef. [31] for perform-
ing a controlled erosion study of mesh wire. We employed the H6,
6 kW class Hall thruster [38–42], as the plasma source in this work.
This laboratory device (Fig. 6a) was jointly developed by the Uni-
versity of Michigan, the United States Air Force Research Labora-
tory, and the Jet Propulsion Laboratory. It has a centrally mounted
cathode and operates on xenon gas.
We experimentally characterized the erosion of the wire in four

mesh reflector coupons placed in the plume of the H6 thruster when
operated at a discharge voltage of 300Vand power of 3 kW (Fig. 6b).

These coupons were placed equidistant from one another, 1 m from

the thruster, and facing the thruster. The exposure time of 10 h and

sample locations were chosen to accelerate the erosion while simul-

taneously sampling a broad range of plume locations.

We quantified the erosion of these mesh surfaces using a laser

confocal microscope. While the mesh coupons include many wires,

we chose onewire in the coupon to quantify the erosion. The erosion

measurements consisted of the average of profiles taken at five

different locations along the wire axis (Fig. 7). The reported exper-

imental measurements and uncertainty represent the average and

standard deviation from these five profiles.Aswediscuss inRef. [31],

due to the structure of our samples, the absolute height of the profile

could not be determined from the measurements. In this work, we

determine the absolute height by having the most experimentally

measured data points fall within the credible intervals of the results of

the erosion model.

B. Plume Properties

To inform the erosionmodel predictions (Eq. (1)) for themeshwire

coupons, we used the plasmameasurements from Ref. [31] that were

taken at the same locations as the wire samples. The generated data

included the ion energy distribution fi�E�, as inferred with a retard-
ing potential analyzer, and the ion current density ji, asmeasuredwith

a Faraday probe.We have reproduced these results from our previous

work [31] in Fig. 8. Figure 8a shows the ion current density as a

Fig. 4 Experimental data and model fits for angular incidence sputtering yield models for xenon incident on molybdenum and gold: a) model from
Yamamura and Shindo for molybdenum [24,28], b) model fromWei et al. for molybdenum [24,28], c) model from Yamamura and Shindo for gold [26],
and d) model from Wei et al. for gold [26].
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function of angle measured from thruster centerline. As can be seen

here, the ion current density is at its maximum on the thruster

centerline and decreases with angle. This is a typical feature of Hall

thruster plumes [43]. Figure 8b shows the ion energy distribution at

the four angular locations of the coupons. Near the thruster centerline

(18 deg), the energy distribution shows a most probable energy of

280 eV, which is comparable to the discharge voltage. This is

expected for the centerline where the main beam of the exhaust is

directed. As the angle from the thruster centerline increases to

locations at the periphery of themain beam, themost probable energy

decreases in magnitude, and a population starts to grow with a most

probable value of 30 eV. This lower-energy population is likely

attributed to the formation of charge-exchange ions that result from

collisions of the main beam with ambient neutrals. As we discussed

Fig. 6 Experimental setup: a) theH6 6 kWHall effect thruster, operating at 300V and 3 kW, during ameshmaterial wear test [31] in the LargeVacuum
Test Facility at the University of Michigan and b) notional layout of sample placement for wire erosion measurements.

Fig. 5 Joint and marginal probability distributions for model parameters of the sputtering model from Eckstein and Preuss for molybdenum. Labeling
indicates percentage of samples contained below the contour.
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and ultimately showed in Ref. [31], the wire samples located closest
to the thruster centerline are subject to the highest rates of erosion.
This is to due to the combination of higher ion energy and flux to the
target. The samples farther from centerline experience diminishing
levels of erosion. The wide range of erosion rates provides a diverse
data set for comparison with the model.

V. Results

In this section, we present the results of the impact of sputtering
model uncertainty on erosion predictions. To this end, we use the
erosion model described in Sec. II.A with the experimentally mea-
sured plume properties detailed in Sec. IV.B to model the erosion of
wires over 10 h of exposure to the plume of the H6 Hall thruster. We
sample from the joint probability distributions of model parameters
described in Sec. III 10,000 times to generate 10,000 unique eroded
wire profiles. We combine these profiles to obtain a median profile
with quantified uncertainty as described in Sec. II.C.
We examine the erodedwire profiles at 1m from the thruster and at

four angles from the thruster centerline (18, 33, 48, and 63 deg),
shown notionally in Fig. 6b.We use time step of 1 s at 18 deg from the
thruster centerline and 10 s at the other three locations. These time
steps are based on our convergence study in Ref. [30]. We defined
convergence as the difference between locations of endpoints that
start at the same location on the wire being less than 1% of a wire
radius. Convergence was achieved for 33, 48, and 63 deg from the
thruster centerline at a time step of 10 s.Whilewe found convergence
at 18 deg required time steps of 0.05 s, taking these time steps would
have been prohibitively computationally expensive. Instead, we
chose a time step of 1 s, as relatively little variation in the final wire
profiles was seen. Figures 9–12 show the eroded wire profiles we

calculated using the previously described model at these four loca-
tions. At each location, we include the results for both angular

incidence sputtering yield models. For comparison, we also plot
the experimentally measured profiles from our previous work [31]
and described in Sec. IV.A.
Figure 9 shows the results at 18 deg from the thruster centerline.

This location exhibits the highest erosion out of the four coupons
because both the ion current density and ion energies are highest at

this location. As can be seen, both sputtering models (Wei et al. and
Yamamura and Shindo) qualitatively agree with the experimental
results. Most notably, they successfully predict a characteristic peak,

which (as we discuss in the following section) is due to the preferred
erosion that occurs at the optimal angle of the angular incidence
sputtering yield. Similarly, the maximum erosion predicted on the
median profile is 114% of a wire radius from the Wei et al. model

(�49% of a wire radius, −42% of a wire radius) and 94% when we
use the model from Yamamura and Shindo (�55% of a wire radius,
−35% of a wire radius). This compares favorably to the experimental
result which shows over 97% of the experimentally measured profile

lies within the credible intervals.
We note that, despite the quantitative and qualitative agreement

with data, for both cases, the credible intervals of themodels are large
compared to the median prediction. This result underscores the large
degree of uncertainty that stems from the uncertainty in sputtering
yield. Indeed, because the maximum credible intervals are on the

order of the maximum erosion, the lifetime of the reflector could be
substantially overestimated.We expand upon the implications of this
result in the following section.
We show in Fig. 10 results at 33 deg from the thurster centerline.

Beause of the lower ion current density (Fig. 8a) and lower number of
high-energy ions (Fig. 8b), there is less erosion at this location than at

18 deg from the thruster centerline. Aswith the 18 deg case, the shape
of the eroded wire profile differs between the two angular incidence
sputtering yield models. More erosion is seen near x∕rwire � 1when
we use the model from Wei et al. than when we use the model from
Yamamura and Shindo. Quantitatively, the maximum erosion in the
median profile is 14% of thewire radius (�7% of a wire radius,−5%
of a wire radius) when we use the model from Wei et al. and 13% of

the wire radius (�15% of a wire radius, −6% of a wire radius) when
we use the model from Yamamura and Shindo. The experimentally
measured profile agrees well with the model predictions with over
89% of the experimentally measured profile lying within the credible

intervals. With respect to model confidence, the maximum credible
intervals are smaller than those at 18 deg. This is ultimately because
the wire erodes less in 10 h due to the lower ion current density and
less-energetic ions striking the wire. The perhaps more relevant

metric, however, is the relative magnitude of the uncertainty, which

Fig. 7 Each wire segment is characterized at a series of higher focal

planes, producing a three-dimensional map of its surface. Five height
profiles were extracted.

Fig. 8 Plasma properties: a) ion current density and b) ion energy distributions for the H6 Hall thruster operating at 300 V and 3 kW. Measurements
performed at 1 m from thruster. Data from Ref. [31].
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in this case is on the order of the maximum erosion. This result thus

illustrates again the driving role of uncertainty in lowering the con-

fidence in the erosion prediction.

Figure 11 shows the results at 48 deg from the thruster centerline.

At this location, the ion current density is less than half of the ion

current density at 33 deg from the thruster centerline, and the ion

energy distribution showsmost ions have energies below 150 eV.We

therefore predict and measure less erosion here than at 18 and 33 deg

from the thruster centerline. The predictions from the twomodels are

qualitatively similar. Quantitatively, the maximum erosion on the

wire is 4.1% of the wire radius (�3.5% of a wire radius, −3.3% of a

wire radius)whenwe use themodel fromWei et al. and 4.1%of awire

radius (�4.1% of awire radius,−3.3% of awire radius) whenwe use

the model from Yamamura and Shindo. Over 74% of the experimen-

tally measured profile lies within the credible intervals. In terms of

model confidence, we again note that the credible intervals are

smaller in magnitude at 48 deg from the thruster centerline than at

33 deg from the thruster centerline because there is less erosion of the

wire overall. However, the maximum credible intervals are approx-

imately the size of the maximum erosion on the median profile,

indicating a large relative uncertainty in the erosion prediction.

Figure 12 shows the results at 63 deg from the thruster centerline.

This location exhibits the lowest ion current density (less than half of

the ion current density at 48 deg from the thruster centerline), and the

ion energy distribution shows most of the ions have an energy below

50 eV with the most probable energy at 29 eV. We therefore see the

lowest amount of erosion at this location. Indeed, it is barely dis-

cernible from the initial wire profile, and the gold coating has not

been removed. The maximum erosion on the median profile is 2.0%

of awire radius (�3.3% of awire radius,−1.5% of awire radius) and

1.9% of a wire radius (�3.6% of a wire radius, −1.4% of a wire

radius) when we use the models from Wei et al. and Yamamura and

Shindo, respectively. The predictions of our model again agree

quantitatively with the experimentally measured profile, with 85%

of the experimentally measured profile falling within the credible

intervals. While the absolute value of uncertainty is lower than in the

other, higher erosion cases, because the maximum credible interval

can be nearly double the maximum erosion on the wire, the relative

uncertainty in the erosion is larger for this outermost angle.

For a side-by-side comparison, we combine the results from all

four angles in Fig. 13a, in which we plot both the predicted and

measured maximum erosion as a function of angle from the thruster

Fig. 10 Eroded wire profiles at 33 deg from the thruster centerline using the angular incidence model from a)Wei et al. and b) Yamamura and Shindo.

Fig. 9 Eroded wire profiles at 18 deg from the thruster centerline using the angular incidence model from a) Wei et al. and b) Yamamura and Shindo.
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centerline. This graphically illustrates how the maximum erosion of
the experimental measurements agrees well, within credible inter-
vals, with the maximum erosion of our predictions. Moreover, as we
discussed in the preceding, we can see that the maximum erosion
decreases with angle from the thruster centerline. This is the result of
the decrease in current density and ion energy with increasing angle.
With that said, while the magnitude of the credible intervals for

the erosion scales with the magnitude of median erosion, we see
(Fig. 13b) that the relative uncertainty (maximum distance between
the fifth percentile and median divided by the maximum erosion of
themedian) does not decreasewith angle in the sameway. Rather, the
relative uncertainty is the lowest at 18 deg from the thruster center-
line and generally increases, with the exception of the model from
Yamamura and Shindo at 33 deg, with angle from the thruster center-
line. This result shows that our prediction for the periphery of the
plume has the highest degree of uncertainty; the relative confidence is
at least the samemagnitude as the value of the median prediction. This
is a notable result as it is the location where we actually anticipate
spacecraft componentswill be placed.We discuss potential reasons for
why the relative uncertainty is higher at this location in Sec. VI.
In summary, we have shown that when we systematically account

for model-based uncertainty, our predictions for the eroded wire
profiles match the experimental results within uncertainty. With that

said, the uncertainty in the sputtering yield does have a substantial
impact on our confidence in model prediction. Indeed, the maximum
credible intervals we calculated yielded variances in the erosion that
are on the order of the median predictions. These variances in turn
(particularly in the periphery of the plasma) could translate to large
uncertainty (up to 190%) in spacecraft component lifetime when
exposed to a thruster plume. We further discuss the implications of
these results in the following section.

VI. Discussion

We discuss in this section the implications of our findings. We
beginwith a comment on the unusual shape of the eroded profiles.We
then discuss the the implications of our results for assessing lifetime,
the role of the uncertainties that we did not assess, the limitations of
our model, and recommendations for improving confidence in ero-
sion predictions.

A. Physical Implications of Erosion Results

As we saw in the previous section, the experimentally measured
and predicted erodedwire profiles (Fig. 9) show an unusual structure;
they become progressively peaked when subject to more bombard-
ment. This shape is a physical manifestation of the fact that the

Fig. 12 Eroded wire profiles at 63 deg from the thruster centerline using the angular incidence model from a)Wei et al. and b) Yamamura and Shindo.

Fig. 11 Eroded wire profiles at 48 deg from the thruster centerline using the angular incidence model from a)Wei et al. and b) Yamamura and Shindo.
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sputtering depends on the angle of incidence between the surface and
the incoming ions. As we show in Fig. 4, the optimal angle, or angle
where the sputtering yield is maximized, is not at normal incidence
(0 deg) but instead is between 20 and 60 deg. In fact, the sputtering
yield at the optimal angle can be three times as large as the sputtering
yield at normal incidence. Therefore, for the same ion current density
and ion energy distribution, a surface at the optimal angle will
experience three times the erosion compared to a surface at normal
incidence. Because more sputtering occurs at surfaces near the
optimal angle, we see more erosion on the wire at locations off axis
from the direction of normal beam incidence. This leads to the
gradual steepening of the wire profile. This peak is especially pro-
nounced when the wire has been substantially eroded, such as at
18 deg from the thruster centerline (Fig. 9).
Both themodel uncertainty andmodel choice impact the predicted

shape of this steepening. As we showed in Sec. III, the uncertainty in
the angular sputtering model can lead to wide variance in the pre-
dicted optimal angle for erosion. This is captured by the fact that the
credible intervals show profiles that exhibit different degrees of
steepening in Fig. 9. Moreover, in reviewing the sputtering fits for
both the models from Wei et al. and Yamamura and Shindo (Fig. 4),
we see that the model from Yamamura and Shindo more rapidly
decays to zero at higher angle of incidence. This in turn can explain
the more steplike structure exhibited in the predicted erosion from
this model (Fig. 9b). Finally, we note that for all the sputtering yield
models, particularly the Yamamura and Shindomodel in Fig. 4, there
is a high degree of uncertainty at oblique angles (greater than 80 deg).
This likely contributes to the qualitative disagreement in model
predictions at the edges of the wire (x � �rwire) in Figs. 9 and 10
where the angle of ion incidence is largest.

B. Implications of Uncertainty on Lifetime Assessments

Quantifying the impact of sputtering uncertainty on erosion esti-
mates is complicated by the fact that the sputtering models are non-
linear and the plasma properties are nonmonotonic. Indeed, in some
cases (Fig. 3b), we have seen that the sputtering models can have
uncertainty exceeding an order of magnitude and that the ion energy
spectrum can exhibit values ranging from 0 to 300 eV (Fig. 8b). With
that said, despite the variability in both sputtering yields and data,
we generally have found that for a wide range of erosion rates
(Figs. 9–12) the variance in the erosion predictions is only on the
order of 190%.
One possible explanation for this relatively low variance stems

from the wire geometry. The sputtering model with the largest
uncertainty is the normal incidence for sputtering of gold. However,
the gold-coated layer on the wires is relatively thin and in fact erodes
very quickly at 18 and 33 deg from the thruster centerline. The

preponderance of erosion instead is the result of the sputtering of
the underlying molybdenum. We thus may expect that the contribu-
tion to uncertainty from the gold erosion may not drastically impact
the overall confidence. On the other hand, we see that the sputtering
yields for normal incidence onmolybdenum aswell as for the angular
sputtering yields all only have variances on the order of 150%. This
level of uncertainty is commensurate with the uncertainty in erosion
predictions we reported in the previous section.
With that said, while the gold layer is completely removed at most

locations we consider, this surface does not completely erode at
63 deg from the thruster centerline. This location correspondingly
exhibits higher relative uncertainty (greater than 150%), as we show
in Fig. 13b for both angular incidence sputteringmodels. Because the
gold layer is not completely eroded and the variance in the sputtering
yield model for gold is larger than that of molybdenum (Fig. 3), we
expect the relative uncertainty in the erosion to be high at this
location. Another potential factor adding to the higher relative uncer-
tainty at this angular location is the nonlinearity of the sputtering
yield at low energies. We recall that at 63 deg from the thruster
centerline, most of the ions have energies below 50 eV (Fig. 8b).
These energies correspond to the highest variances in the gold
sputtering yield model (Fig. 3b), as the sputtering yield is highly
nonlinear near the threshold energy. Additionally, the variance in the
threshold energy itself significantly changes the sputtering yield.
While most ions at 63 deg can sputter gold if the threshold energy
is 10 eV, most ions cannot sputter gold if the threshold energy
increases to 30 eV.
In practice, our confidence in our erosion estimate suggests a

potential guideline for wire design: adopting at least 190% in margin
on the wire radius. This may be sufficient to mitigate the uncertainty
in erosion prediction. Indeed, the fact that this 190% appears valid for
a wide range of plasma conditions and erosion (Fig. 13b) further
supports its adoption as a general guideline. With that said, we note
that it is possible that our simulations and experiments may not have
captured all representative conditions for a thruster on orbit. Thismay
suggest that 190% is not a universally sufficient margin. We expand
upon this in the following section.

C. Sources of Uncertainty Beyond Sputtering Yield

While there are other sources of uncertainty that may impact the
erosion estimates such as uncertainty in the local plasma properties,
we have neglected these as small when compared to the order of
magnitude variance in the sputtering yield. As we had a controlled
experimental environment, we were confident in this assumption.
This is borne out by the quantitative agreement of our model pre-
dictions with experiment. In practice, however, for making predic-
tions of erosion on spacecraft surfaces in orbit, these plasma-based

Fig. 13 Dependence on angle from thruster centerline of a) maximum erosion on the wire (error bars on themodel results show themaximum erosion of
the fifth and 95th percentile credible intervals) and b) relative uncertainty.
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uncertainties must be considered. This stems in large part from the
fact that on-orbit measurements for the plasma environment are not
available and that plume models for the space environment are
limited [44]. Indeed, the ion energies and fluxes at the periphery of
the plasma are highly susceptible to the background pressure in the
test facility [45,46], and thevariation in these propertieswith pressure
is not well understood. This results in a large degree of uncertainty as
towhat these plume properties will be on orbit where the background
pressure is absent. As the ion energies in the plume are closest to the
regions of highest uncertainty in the sputtering yield (i.e., near the
threshold energies), we anticipate that on-orbit predictions may be

particularly susceptible to the variance in the sputtering yieldmodels.
With that said, this additional uncertainty can be incorporated into the
formalism we have introduced here by treating the plasma properties
as probabilistic as well and sampling over their distributions. This
ultimately will be a critical step for fully quantifying the uncertainty
in predictions for spacecraft component erosion in space.

D. Limitations of Erosion Model

While the results of the erosion model match the experimentally
measured profiles well, our approach does have limited fidelity. For
example, even though studies have shown that surface roughness can
impact the sputtering yield by a factor of 2 [47], we have neglected
this effect. This decision was largely motivated by the fact that
reduced-fidelity, analytical models for this effect are still under
investigation.With that said, our calibratedmodel does in some sense
implicitly account for the uncertainty due to material surface con-
ditions. As we discussed in Sec. III, the experimental conditions and
properties of the target materials (such as roughness) used for gen-
erating the data sets varied across studies. This can in part explain the
relatively large variance in sputtering yield as functions of both
energy and angle. Our model inference method inherently accounts
for this uncertainty in the calibration.
We have also neglected redeposition of sputtered material on the

wires. As the wires in the mesh reflector coupons are close to each
other, sputteredmaterial fromonewire could redeposit on an adjacent
wire. Additionally, sputtered material could redeposit on the same
wire. However, we expect the redeposition of material is small
compared to the erosion of the wire.
Another limitation of our approach is that we only consider the

effects of singly charged ions, neglecting the impact of charge-
exchange neutral particles and multiply charged species. The expect-
ation is that these higher-energy particles could lead to higher rates of
erosion. Our modeling approach could be adapted to account for
these higher-energy species by treating each charge species sepa-
rately with its own associated current density in Eq. (1). This would
require an estimate of the relative species concentration of each
charge state. With that said, given the relatively large uncertainty in
our erosion predictions (Fig. 9) aswell as the relatively low fraction of
higher charge states in Hall thrusters [43], this effect may be com-
paratively small.
Finally, we currently assume the ions impact the wire from one

direction. Incorporating a two-dimensional ion velocity distribu-
tion would allow us to capture the differing flux of ions from
different directions, giving a better estimate of erosion. In fact,
using the ion velocity distribution would allow us to capture
erosion around the entire wire; assuming the ions impact the wire
from one direction gives no erosion on the side of the wire not
facing the ions. We anticipate this effect would be relatively small
close to the thruster centerline (less than 30 deg). The ions in this
region are primarily moving in one direction because they have
been accelerated by the axial electric field in the thruster. However,
at the periphery of the plume, ions are largely formed by charge-
exchange collisions with neutrals. The velocity of the neutrals is
not influenced by the electric field, and the motion of the low-
energy ions formed in charge-exchange collisions is susceptible to
the local electric field. Therefore, wemay expect at these periphery

regions that the incident ions may not all originate from the
thruster beam.

E. Recommendations for Improving Accuracy of Erosion
Assessments

The central thesis of this work is that the uncertainty in sputtering
yieldmodels can translate to high degrees of uncertainty in sputtering
erosion. To reduce the uncertainty in the erodedwire profiles, we thus
need to reduce the uncertainty in the sputtering models. As we have
discussed in the preceding section, some of the inherent uncertainty
stems from the variance across data sets. This likely can be attributed
to the varying experimental conditions that were employed for these
disparate studies. Improved fidelity could be achieved by performing
additional sputtering studies on material states (i.e., roughness) and
under conditions that more accurately reflect the spacecraft surface.
The shapes of themedian fits and credible intervals in Figs. 3 and 4

also suggest potential follow-up experiments that could be performed
to improvemodel fidelity. For example,we see fromFig. 3b that there
is a high degree of variability in the model fit for higher energies
(exceeding 50 eV). This stems in large part from the fact that there are
only data available at these higher energies where the underlying
model (Eq. (3)) is relatively flat and not as easily constrained. The
model uncertainty could be reduced by generating more data near the
threshold energy (approximately 20 eV) where the underlying equa-
tion is more nonlinear. This points to the need for additional experi-
ments to selectively target these lower energies for gold sputtering.
The model fits in the angular sputtering yields, Fig. 4, also would

be benefit from additional data, particularly for the sputtering yields
for gold. However, we note that, with the exception of the Wei et al.
model for molybdenum (Fig. 4b), the shape of the median fits and
credible intervals for the angularmodel show qualitatively less agree-
ment with the data. This suggests that the underlying physics-based
models for the angular dependence may be missing key elements of
the physical processes. Indeed, this variance may in large part be
attributed to attempting to fit a functional shape that does not conform
to the data.Ultimately, the reduced applicability of themodelmay not
be surprising as the preponderance of sputtering yield data and
models has been derived for higher energy levels (greater than
500 eV). Other physical phenomena may play a role at these lower
energies. With this in mind, a more pressing recommendation for
reducing uncertainty for the angular dependence is to revisit the
underlying theory for the governing equations.

VII. Conclusions

In summary, the goal of this work has been to quantify the impact
of uncertainty in sputtering yield on predictions for erosion due to
spacecraft interactions with the plume of a Hall effect thruster. This is
a critical question, as the high-energy ions from this source can lead to
component failure over time. Understanding the predicted erosion
and being able to identify the margin for this erosion to guarantee
spacecraft life are thus of practical interest. With this in mind, this
work has investigated a model to predict the eroded profile of a key
element for spacecraft: the gold-coated molybdenum rounded wires
in mesh reflectors. This model discretizes the cross-section of the
wire and takes inputs for the local current density, ion energy dis-
tribution, and sputtering yield to track how those discretized surfaces
erode through time. To assess the impact of sputtering yield uncer-
tainty on the erosion predictions, Bayesian inference was applied to
determine the probability distributions for three known semi-empiri-
cal models for the sputtering yield of xenon on molybdenum and
gold. Sampling from these distributions of the model parameters, the
erosion model was ran 10,000 times to build statistical estimates for
the wire erosion.
Experimental data for the plume of a 6 kW Hall thruster provided

input plasma data for the erosion model [31]. The model predictions
for erosion were compared to experimental measurements of wire
samples. These samples were placed at four angles from the thruster
centerline and 1 m downstream of the thruster. The eroded states
varied from nearly complete erosion to only minor erosion on the
wire surface layer, thus providing a varied data set for comparison. At
all locations, the experimental measurements largely fell within the
credible intervals for the predicted eroded wire profiles. In particular,
at high erosion rates, the model was able to predict an unusual peak
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like structure in the wire shape. This was attributed to the nonmono-

tonic dependence of angular sputtering on the incident angle.
In terms of the role of uncertainty, the largest relative uncertainty

was in the regions of the plume where the energies are closest to the
threshold energy for erosion. Because the gold is not completely

eroded at this location, this may in part be explained by the lower
confidence in the sputtering of gold compared to molybdenum.With
that said, despite the fact that sputtering model uncertainty can vary

by an order of magnitude, the confidence in erosion prediction only
varied by 190%. This may in part be explained by the fact that at most

locations examined the majority of the erosion occurs in the molyb-
denum substrate of the wire where sputtering is modeled with higher

confidence.
This paper has discussed the results in the context of improving

predictions for spacecraft erosion on orbit. In particular, these results
would suggest that, despite the large variance in sputtering models at

some energies and angles of incidence, for typical Hall thruster
plumes, it may be sufficient to employ material margins with only
190% to ensure service life. The authors have qualified this conclu-

sion with the understanding that the model does invoke a number of
simplifying assumptions, such as the neglect of multiply charged

species and surface roughness, and that in space the plasma condi-
tions may trend more to the regions of higher uncertainty in the

sputtering yields. This conclusion also holds for materials with
similar levels of uncertainty in the sputter yield. Regardless, this
work has established a rigorous framework for propagating and

quantifying the role of sputtering uncertainty on erosion prediction.
This is a critical, practical consideration for the design and margin

choices of spacecraft components that may be subject to plume
impingement.
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